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Abstract. Diffusion models have shown superior performance on unsu-
pervised anomaly detection tasks. Since trained with normal data only,
diffusion models tend to reconstruct normal counterparts of test im-
ages with certain noises added. However, these methods treat all po-
tential anomalies equally, which may cause two main problems. From
the global perspective, the difficulty of reconstructing images with dif-
ferent anomalies is uneven. For example, adding back a missing element
is harder than dealing with a scratch, thus requiring a larger number
of denoising steps. Therefore, instead of utilizing the same setting for
all samples, we propose to predict a particular denoising step for each
sample by evaluating the difference between image contents and the pri-
ors extracted from diffusion models. From the local perspective, recon-
structing abnormal regions differs from normal areas even in the same
image. Theoretically, the diffusion model predicts a noise for each step,
typically following a standard Gaussian distribution. However, due to
the difference between the anomaly and its potential normal counter-
part, the predicted noise in abnormal regions will inevitably deviate from
the standard Gaussian distribution. To this end, we propose introducing
synthetic abnormal samples in training to encourage the diffusion mod-
els to break through the limitation of standard Gaussian distribution,
and a spatial-adaptive feature fusion scheme is utilized during inference.
With the above modifications, we propose a global and local adaptive
diffusion model (abbreviated to GLAD) for unsupervised anomaly de-
tection, which introduces appealing flexibility and achieves anomaly-free
reconstruction while retaining as much normal information as possible.
Extensive experiments are conducted on three commonly used anomaly
detection datasets (MVTec-AD, MPDD, and VisA) and a printed cir-
cuit board dataset (PCB-Bank) we integrated, showing the effectiveness
of the proposed method. The source code and pre-trained models are
publicly available at https://github.com/hyao1/GLAD.

Keywords: Unsupervised Anomaly Detection · Diffusion Models · Adap-
tive Denoising Process
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1 Introduction

Anomaly detection (AD) aims to detect and locate abnormal patterns that in-
fluence the appearance and function of objects, which is vital for the quality
of products and has been widely used in industries [6, 17, 36]. In practice, the
prevalence of different anomaly types varies, making it challenging to collect
enough abnormal samples for all anomaly types in situations with high yield
rates. Furthermore, due to the ever-changing product design and production
processes, it is impossible to collect all anomalies in advance. Therefore, unsu-
pervised anomaly detection (UAD) has drawn much attention with only normal
samples required. To achieve unsupervised anomaly detection, reconstruction-
based methods generate a potential normal sample corresponding to the given
one, and the anomalies can be detected and located via the comparison between
the given sample and its normal counterpart. Due to the prominent modeling
ability, diffusion models are introduced for sample reconstruction and have shown
superior performance.

Existing diffusion model-based UAD methods [10, 18, 19, 30] typically follow
a common process to reconstruct the test samples. To begin with, a diffusion
model is trained with normal samples of certain objects or products (e.g ., bottles,
hazelnuts, etc.). Then, it can be deployed to reconstruct a sample with random
noise added. Note that during the training process, the diffusion model captures
the distribution of normal samples only, which implies that it will generate a
normal sample from any noise-contaminated inputs as long as the randomness
is strong enough1. Therefore, existing methods choose to set a sufficiently large
denoising step to guarantee the reconstruction ability.

However, setting the same denoising step for all samples is a sub-optimal
solution. As shown in Fig. 1, the difficulty of reconstructing images with different
anomalies is uneven. For example, 900 steps are required to add a missing element
back, while 300 steps are already enough to deal with a scratch. Besides, apart
from better reconstruction ability, a larger denoising step also means higher
randomness and uncertainty, leading to less preserved details of the original
test samples (see the areas bounded by the red lines in Fig. 1.) To this end,
we propose to set an Adaptive Denoising Step (ADP) for each sample, which
achieves a better trade-off between reconstruction quality and detail preservation
ability. In order to implement such an adaptive denoising step method, we take
advantage of the prior in the diffusion models. Specifically, we first add noise
to the test sample with a large enough noise weight, and perform the denoising
steps to gradually remove the noises and reconstruct a normal sample. During
the reconstruction procedure, we can compare the reconstructed sample with the
noise-contaminated input, where the difference reflects the existence of anomalies
and can help adaptively determine the denoising steps. Since this proper steps

1 In the setting of diffusion models, the randomness is equivalent to the weight of the
random noise, which is determined by the denoising step. In other words, a larger
denoising step means higher noise weight and stronger randomness.
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Fig. 1: Illustration of adaptive denoising process. For severe anomalies like missing
elements, it requires a large number of denoising steps (900) to add the element back,
while for small anomalies like scratch, 300 steps are already enough. Besides, setting a
large enough denoising step (e.g ., 900) for all samples will affect the detail preservation.
For example, in the area bounded by red lines, the position of the element is changed,
which will be marked as anomalies during the comparison process.

is used to add noise to the whole image, so we regard it as a global adaptive
setting.

Apart from the global denoising step, from a local perspective, we also find
that even in the same image, reconstructing the abnormal regions is different
from the normal areas. For normal areas, the diffusion model only needs to re-
move the added noise. It means that the noise to be predicted is exactly the
one added, both following the standard Gaussian distribution. However, for ab-
normal regions, in order to reconstruct their normal counterparts, the noise
to be predicted by the diffusion model inevitably deviates from the standard
Gaussian distribution, making the prediction more difficult than in the normal
areas. As a remedy, we propose Anomaly-oriented Training Paradigm (ATP),
which introduces synthetic abnormal samples when training the diffusion mod-
els and generalizes the loss function of the diffusion model to a more general
form. The proposed Anomaly-Oriented Training Paradigm encourages the diffu-
sion models to break through the limitation of standard Gaussian distribution
and promotes the ability to generate normal samples in the abnormal regions.
Besides, for better detail preservation, we introduce an Spatial-Adaptive Feature
Fusion (SAFF) scheme during inference by fusing sample features of the normal
regions and generated features in abnormal regions, which better preserves the
details in potential normal regions and alleviates the difficulty of the subsequent
comparison procedure. In this way, the diffusion model becomes flexible enough
to achieve a local adaptive inference for different regions (normal and abnormal
regions), with both reconstruction and detail preservation abilities equipped.

With the above two modifications, a global and local adaptive diffusion model
(abbreviated to GLAD) is presented. Extensive experiments are conducted on
four anomaly detection datasets (i.e., MVTec-AD [2], MPDD [12], VisA [37],
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and the PCB-Bank dataset2) to verify the effectiveness of the proposed method.
The experimental results show that our method achieves superior performance
on unsupervised anomaly detection tasks. The contributions of this paper are as
follows.

– For a better trade-off between reconstruction quality and detail preserva-
tion ability, unlike existing diffusion model-based methods utilizing the same
setting for all samples, we propose to predict an Adaptive Denoising Step
(ADP) as a global adaptive setting for each sample to retain more normal
information.

– Considering the difference between abnormal regions and normal areas, we
introduce Anomaly-oriented Training Paradigm (ATP) during training to
allow diffusion model to predict non-Gaussian noise at abnormal regions, and
propose a Spatial-Adaptive Feature Fusion (SAFF) scheme during inference
to avoid reconstruction of abnormal regions.

– A printed circuit board dataset (PCB-Bank) is integrated for a comprehen-
sive evaluation on PCB products. The experiments on three commonly used
datasets and our integrated PCB-Bank show that the proposed global and
local adaptive diffusion model (GLAD) improves both reconstruction quality
and anomaly detection ability.

2 Related Work

2.1 Anomaly Detection

Mainstream unsupervised anomaly detection methods can be divided into two
categories, i.e. reconstruction-based methods and embedding-based methods.

Reconstruction-based methods are based on the hypothesis that models trained
on normal samples only can reconstruct normal images well, but can not recon-
struct abnormal areas. Anomalies can be detected by comparing the samples
before and after reconstruction. Early methods [4, 15, 35] attempt to utilize
variational auto-encoders [13] to reconstruct samples. OCR-GAN [14] decou-
ples images into different frequency components and models the reconstruction
process as a combination of parallel omni-frequency image restorations. Some
other works explore a broader self-supervised learning paradigm for anomaly re-
construction. UniAD [31] uses transformers to reconstruct sample features with
masked self-attention and proposes a feature jittering strategy to address the
shortcut issue. DRAEM [32] synthesizes pseudo-anomaly images to train a UNet
architecture to map abnormal images to normal images. Then a discriminator
is also trained with pseudo-anomaly images and reconstructed images to dis-
criminate anomalous areas. Recently, diffusion models [11,26] are proposed and
achieve state-of-the-art performance. Lu et al . [18] introduces noise to overwhelm

2 PCB-Bank is a printed circuit board dataset we integrated from existing datasets,
please refer to https://github.com/SSRheart/industrial-anomaly-detection-
dataset for more details.

https://github.com/SSRheart/industrial-anomaly-detection-dataset
https://github.com/SSRheart/industrial-anomaly-detection-dataset
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the anomalous pixels and obtains pixel-wise precise anomaly scores from the in-
termediate denoising process. DiffAD [33] diffuses the latent representation of
the test image as noisy condition embedding, which contributes to produce high-
quality reconstructed images while retaining normal information of test samples.
DDAD [19] uses score-based function to reintegrate the information of test sam-
ples during the denoising process. However, these methods add fixed steps of
noise for denoiseing, which is not suitable for various anomaly types.

Embedding-based methods extract feature of images to evaluate abnormal
areas. Knowledge distillation-based methods [3, 23] first train student network
with normal samples. Then, features from the pre-trained teacher network are
compared with features from the student network to detect and locate anomalies.
Reverse distillation [8] is developed to utilize different architectures of teacher
and student to maintain the distinction of anomaly. PaDiM [7] builds multi-
variate Gaussian distributions for patch features of normal samples and uses
Mahalanobis distance as the anomaly score. PatchCore [22] proposes a memory
bank to save features of normal images, which are compared with feature maps of
test images to distinguish the difference between normal and abnormal features.

2.2 Diffusion Model

Inspired by principles of nonequilibrium thermodynamics [25], diffusion model
(DM) [11] is proposed for image generation, which has been utilized in a variety
of downstream tasks [16,28,34]. Denoising diffusion implicit models (DDIM) [26]
considers the the reverse process of DM as non-Markovian processes, which
speeds up the inference greatly. Latent diffusion model (LDM) [21] conducts
training and inference in latent space with pre-trained VAE, further reducing
the cost of resources and time. Besides, Text inversion [9] and Dreambooth [24]
learn the appearance of subjects in a given reference set and synthesize novel ren-
ditions of them in different contexts. These methods follow the training paradigm
for predicting Gaussian noise and start denoising from a Gaussian noise. Thus,
these methods can not achieve adaptive denoising to reconstruct a abnormal
image into a normal one.

3 Methodology

In this section, we start with the common practice of existing diffusion model-
based unsupervised anomaly detection methods. By transforming their working
processes into formal expressions of formulas, we naturally reveal the existing
problems and discover the corresponding solutions, which derive the global and
local adaptive diffusion model (i.e., GLAD) in this paper.

3.1 Preliminary

First, we provide preliminary knowledge of diffusion models for later analyses.
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Diffusion Process. In the diffusion process, a random noise ϵ is added to the
sample x , and the result after t steps can be represented by,

x t =
√
ᾱtx 0 +

√
1− ᾱtϵ, (1)

where ᾱt is manually defined, which is negatively correlated with t , and x 0 = x .
Intermediate Result Visualization. Eq. (1) can be rewritten to obtain the
noise-free version of the intermediate result at the t-th step, i.e.,

x t→0 = 1√
ᾱt
(x t −

√
1− ᾱtϵθ(x t , t)), (2)

where ϵθ is from the pre-trained diffusion model for predicting the noise added.
Generation Process. Each step of the generation stage can be formulated by,

x̂ t−1 =
√
ᾱt−1x̂ t→0 +

√
1− ᾱt−1ϵθ(x̂ t , t). (3)

Note that the variables predicted by the diffusion model are marked by ∧, for
example, x t is obtained by adding random noise directly (the diffusion process),
while x̂ t is obtained by denoising from a larger step (the generation process).

3.2 Formulaic Analysis on Reconstruction Errors.

In existing diffusion model-based unsupervised anomaly detection methods, the
common way of reconstructing the normal counterpart of a test sample is to
add certain noise to the given test sample and then execute the generation
process of the diffusion model. Denote the test sample with anomalies by xa ,
its potential normal counter part by x , then the process can be described by
xa diff−−→ xa

t
gen−−→ x̂a , and ideally we should have x̂a → x . Since the anomalies are

typically detected and located by comparison between x̂a and xa , we can require
that ∥x̂a − x∥∞ < τ , where τ is a threshold manually set for distinguishing
between normal and abnormal samples.

Since the diffusion model is pre-trained and fixed during the generation pro-
cess, we analyze in the t step. Denote the difference between xa and x by n ,
i.e., xa = x + n , and according to Eq. (1),

xa
t =

√
ᾱtx

a
0 +

√
1− ᾱtϵ

a

=
√
ᾱtx 0 +

√
1− ᾱtϵ

a +
√
ᾱtn ,

(4)

where ϵa is the noise added to xa . Denote the generation process from step t by
gt , by combining Eqs. (1) and (4), the error can be represented by,

x̂a − x = gt(x
a
t )− gt(x t)

= gt(
√
ᾱtx 0 +

√
1− ᾱtϵ

a +
√
ᾱtn)− gt(

√
ᾱtx 0 +

√
1− ᾱtϵ)

∝∼
√
1− ᾱt(ϵ

a − ϵ) +
√
ᾱtn ,

(5)

where ∝∼ means approximately proportional to, which is based on a reasonable
assumption that gt is smooth enough. In the following, we make our efforts to
reduce the errors in Eq. (5) for a better reconstruction quality.
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Fig. 2: The reconstruction pipeline of the proposed GLAD, including the Adaptive
Denoising Steps (Sec. 3.3) and the Spatial-Adaptive Feature Fusion Scheme (Sec. 3.4).

3.3 Adaptive Denoising Steps

In existing methods, since the noise is always assumed to follow a standard
Gaussian distribution, the error between ϵa and ϵ are ignored, and then only√
ᾱtn leaves in Eq. (5). Considering the requirement ∥x̂a − x∥∞ < τ , for larger

n , a smaller
√
ᾱt is desired. Since ᾱt is negatively correlated with t , a smaller√

ᾱt means a larger t , which provides a formulaic explanation for our motivation
to set a proper denoising step for each sample.

With the above analysis, an intuitive way to determine the proper step is
by evaluating the value of n , which, however, is a concept we introduced and
is unavailable in practice. Actually, in the generation process, n is reflected in
ϵaθ = ϵθ(x

a
t , t), which can be used for comparison.

As shown in the left part of Fig. 2, starting from the input sample xa , we add
sufficient noises (e.g ., T steps) and obtain xa

T . Then, in each step, we compare
the following two features xa

t and x̂a
t . Since x̂a

t is generated from xa
T , it follows

the pipeline of existing diffusion model-based methods and tends to be a normal
sample. On the contrary, xa

t is obtained by directly adding certain noises (i.e.,
t steps) to xa , and the anomalies will be preserved to some extent. In practice,
considering that both x̂a

t and xa
t are with noises, and the noises may deviate

from each other due to the denoising procedure, we propose to convert them
to the noise-free version via Eq. (2), i.e., x̂a

t→0 and xa
t→0. And the difference

between x̂a
t→0 and xa

t→0 is measured by the anomaly score, which is calculated
according to Sec. 3.6. As shown in Fig. 2, if the difference is smaller than a
threshold δ, then we continue the denoising steps (as shown in the green part
of Fig. 2) for further comparison. Otherwise, if the difference appears (i.e., > δ)
at the t-th step (see the red part of Fig. 2), we can take xa

t+n as the starting
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point to take t + n step of denoising, where n is a small number to preserve
some redundancy. In this way, the details of normal regions are best preserved,
and the anomalies can be reconstructed.

3.4 Spatial-Adaptive Feature Fusion

However, setting the redundant denoising step (t + n) for the whole image is
sub-optimal. As analyzed in Sec. 3.2 and Eq. (5), we need only to set a larger
step for the abnormal regions. Therefore, we argue that for normal regions, we
can safely reduce the denoising step to t while keeping a large denoising step for
the potential abnormal regions. As shown in Fig. 2, we have already performed
the denoising steps from T , which can be reused in this procedure. Specifically,
we can derive a mask m , which means the possibility for the pixels to be part
of the anomalies. Then, we can combine the two features with the mask, i.e.,

x̂ f
t = m · x̂a

t + (1−m) · xa
t . (6)

Note that the deviated noise problem still exists in Eq. (6), and we follow the
strategy in Sec. 3.3 to add in the noise-free version and add the same noise ϵ
following Eq. (1) for a consistent noise, i.e.,

x̂ f
t =

√
ᾱt x̂

f
t→0 +

√
1− ᾱtϵ

=
√
ᾱt(m · x̂a

t→0 + (1−m) · xa
t→0) +

√
1− ᾱtϵ.

(7)

For a clear illustration, Fig. 2 is consistent with Eq. (6).

3.5 Anomaly-oriented Training Paradigm

With the modifications in Secs. 3.3 and 3.4, we have modulated the reconstruc-
tion process according to the properties of the anomaly detection task. However,
as we can recall from Eq. (5), there still exists an incompatibility remaining
unsolved. Particularly, a better reconstruction quality implies a lower value of
Eq. (5), i.e.,

x̂a − x
∝∼
√
1− ᾱt(ϵ

a − ϵ) +
√
ᾱtn → 0. (8)

In Eq. (8), ᾱt , ϵ, and n are manually set values or inherent concepts. The only
value to be estimated by the model is ϵa . By rewriting Eq. (8), it should follow,

ϵa → ϵ−
√
ᾱt√

1−ᾱt
n . (9)

Following the setting of diffusion models, ϵ ∼ N (0, I) is a random noise following
standard Gaussian distribution. Once n is non-zero (i.e., anomalies exist), we
can draw a conclusion that ϵa deviates from the standard Gaussian distribution.

For a typical diffusion model (ϵθ) trained with normal samples only, the
noises in all steps follow the standard Gaussian distribution. In other words, it
is beyond the scope of ϵθ to predict such an ϵa . Therefore, we propose introducing
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anomalies during training, which enables the diffusion models to break through
the limitation of the standard Gaussian distribution and fit Eq. (9). On the basis
of Eq. (9), the learning objective can be formulated by,

LATP = E(x ,xa)∼pdata ,ϵ∼N (0,I),t [∥(ϵ−
√
ᾱt√

1−ᾱt
n)− ϵa∥2]

= E(x ,xa)∼pdata ,ϵ∼N (0,I),t [∥(ϵ−
√
ᾱt√

1−ᾱt
(xa − x ))− ϵθ(x

a
t , t)∥2].

(10)

One can see that Eq. (10) places even higher demands on the datasets than
supervised anomaly detection since the corresponding normal sample is desired,
which is difficult or even infeasible to prepare. To remedy the dilemma, we follow
MemSeg [29] to synthesize abnormal samples with normal ones, which enables
the training to proceed in an unsupervised manner.

It is obvious that the Eq. (10) is a more general form. For the normal region,
the formula can degenerate to the original diffusion loss, while for the abnormal
region, the formula forces the model to predict non-Gaussian noise to result in
the corresponding normal region.

3.6 Anomaly Scoring and Map Construction

Following AprilGAN [6], we regard reconstructed images as reference images
to compare with test images to construct anomaly maps. A pre-trained model
(DINO [5]) is utilized to extract the multi-layer features Ft of test images and Fr

of reconstructed images, respectively. The anomaly map Ml ∈ Ru×v of layer l are
calculated based on the cosine similarity between layer l features F l

t ∈ Rc×u×v

and F l
r ∈ Rc×u×v , i.e.,

Ml
(i,j )(F l

t ,F
l
r ) = min(1− ⟨F l

t

(i,j )
,F l

r ⟩), (11)

where (i , j ) is the coordinate, ⟨x ,y⟩ calculates the cosine similarity between x
and all elements of y , and min(·) returns the minimal value. Finally, the anomaly
maps of different layers are added as the anomaly map M ∈ Ru×v , i.e.,

M =
∑

l
Ml(F

l
t ,F

l
r ), (12)

and the anomaly score of the whole image is the average of the top K maximum
values of M .

4 Experiments

In this section, we first introduce the experiment setup and details of its im-
plementation. Then, we compare our method with state-of-the-art (SOTA) un-
supervised anomaly detection methods to show the superiority of our method.
In addition, To evaluate the effectiveness of our method, we conduct ablation
studies on the individual components of our method.
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4.1 Experiments Setup

Datasets. We conduct experiments on two challenging datasets, MVTec-AD [2]
MPDD [12], VisA [37], and PCB-Bank datasets, to evaluate the effectiveness of
our method.

MVTec-AD. MVTec-AD contains 10 objects and 5 texture classes of indus-
trial anomalous samples with mask annotations. There are 3,629 images for
training/validation and 1,725 images for testing.

MPDD. MPDD contains 6 classes of metal parts, comprising 888 normal
samples for the training set and 458 samples either normal or anomalous in the
test set. Because of the variable spatial orientation, position, and distance of
multiple objects concerning the camera at different light intensities and with a
non-homogeneous background, this dataset is a more challenging dataset.

VisA. VisA is twice the size of MVTec, comprising 9,621 normal and 1,200
anomalous high-resolution images. This dataset exhibits objects of complex
structures placed in sporadic locations as well as multiple objects in one image.
Anomalies include scratches, dents, color spots, cracks, and structural defects.

PCB-Bank. PCB-Bank is a printed circuit board dataset we integrated, in-
cluding 7 different categories. Class PCB1∼PCB4 are from VisA [37] dataset,
Class PCB5 from RealIAD [27] dataset and Class PCB6∼PCB7 from VISION [1]
dataset. There are 4214 normal samples for the training set and 2253 samples
that are either normal or anomalous in the test set. The samples of the dataset
have different clarity, resolution, and shooting angle. Abnormal types mainly
include scratches, structural defects, bends, and etc.

Evaluation Metrics. Following prior works, we report the two most widely used
metrics, image-level Area Under the Receiver Operating Curve (I-AUROC) for
anomaly detection and pixel-level Area Under the Receiver Operating Curve (P-
AUROC) for anomaly localization. In addition, to further verify the superiority
of the proposed method, we report on Average Precision (AP) and F1-score-
max (F1-max) in both anomaly detection and anomaly localization, where the
prefix I- and prefix P- stand for anomaly detection and anomaly localization,
respectively. Also, Per-Region-Overlap (PRO) is used in anomaly localization.

4.2 Implementation Details

We use the pre-trained latent diffusion model (LDM) [21] and fine-turn the
UNet to adapt data for reconstruction. DINO [5] with ViT-B/8 architectures is
utilized as a feature extraction model. We only fine-tune the VAE and DINO
for the VisA and PCB-Bank datasets because of the larger differences between
the datasets and the pre-training datasets. To be consistent with the pre-trained
VAE, images are resized to resolutions of 512 × 512. We also report the results
of 256 × 256 resolutions in Tab. 5. Features of layers 3, 6, 9, and 12 are used
for anomaly map construction. The UNet is trained with 4,000 iterations. The
batch size is 32, and the learning rate is set as 5×10−6. T is generally set as 750
for the MVTec-AD dataset, 500 for the MPDD dataset, and 450 for the VisA



GLAD 11

and PCB-Bank datasets. A minimum step tmin is set as 350 for the MVTec-
AD dataset and MPDD dataset, and 200 for the VisA and PCB-Bank dataset
to avoid missing anomalies. A Gaussian filter with σ = 6 is used to smooth
the anomaly localization score, and the average of the top 250 maximum values
of M is considered as the anomaly score. In Sec. 3.3, we use the feature of
layer 12 and top 10 maximum values to calculate difference. More details of
fine-tuning DINO and parameter for multi-category settings are included in the
supplementary material.

4.3 Comparison with State-of-the-art Methods

Table 1: Comparison with SOTA methods on MVTec-AD dataset. I-AUROC and P-
AUROC are displayed in each entry. The best results among all methods are shown in
bold, and the underlined results denote the best results among reconstruction-based
methods.

Category Embedding-based methods Reconstruction-based methods
PatchCore [22] RD4AD [8] SimpleNet [17] DRAEM [32] OCR-GAN [14] Lu et al . [18] DiffAD [33] DDAD [19] Ours

Carpet 98.7/99.0 98.9/98.8 99.7/98.2 97.0/95.5 99.4/- -/97.7 98.3/98.1 99.3/98.7 99.0/98.5
Grid 98.2/98.7 100/97.0 99.7/98.8 99.9/99.7 99.6/- -/95.6 100/99.7 100/99.4 100/99.6

Leather 100/99.3 100/98.6 100/99.2 100/98.5 97.1/- -/97.5 100/99.1 100/99.4 100/99.8
Tile 98.7/95.6 99.3/98.9 99.8/97.0 99.6/99.2 95.5/- -/98.9 100/99.4 100/98.2 100/98.7

Wood 99.2/95.0 99.2/99.3 100/94.5 99.1/96.4 95.7/- -/99.1 100/96.7 100/95.0 99.4/98.4
Bottle 100/98.6 100/99.0 100/98.0 99.2/99.1 99.6/- -/97.3 100/98.8 100/98.7 100/98.9
Cable 99.5/98.4 95.0/99.4 99.9/97.6 91.8/94.7 99.1/- -/99.5 94.6/96.8 99.4/98.1 99.9/98.1

Capsule 98.1/98.8 96.3/97.3 97.7/98.9 98.5/94.3 96.2/- -/96.8 97.5/98.2 99.4/95.7 99.5/98.5
Hazelnut 100/98.7 99.9/98.2 100/97.9 100/99.7 98.5/- -/92.5 100/99.4 100/98.4 100/99.5
Metal nut 100/98.4 100/99.6 100/98.8 98.7/99.5 99.5/- -/99.0 100/99.4 100/99.0 100/98.8

Pill 96.6/97.4 99.6/95.7 99.0/98.6 98.9/97.6 98.3/- -/92.1 97.7/97.7 100/99.1 98.1/97.9
Screw 98.1/99.4 97.0/99.1 98.2/99.3 93.9/97.6 100/- -/98.6 97.2/99.0 99.0/99.3 96.9/99.1

Toothbrush 100/98.7 99.5/93.0 99.7/98.5 100/98.1 98.7/- -/93.1 100/99.2 100/98.7 100/99.4
Transistor 100/96.3 96.7/95.4 100/97.6 93.1/90.9 98.3/- -/94.5 96.1/93.7 100/95.3 98.3/96.2

Zipper 99.4/98.8 98.5/98.2 99.9/98.9 100/98.8 99.0/- -/97.6 100/99.0 100/98.2 98.5/97.9
Average 99.1/98.1 98.5/97.8 99.6/98.1 98.0/97.3 98.3/- -/96.7 98.7/98.3 99.8/98.1 99.3/98.6

The comparisons between state-of-the-art (SOTA) methods and our method
are shown in Tab. 1 for the MVTec-AD dataset. We compare our method with
embedding-based methods (PatchCore [22], RD4AD [8] and SimpleNet [17]), and
reconstruction-based methods (DRAEM [32], OCR-GAN [14], Lu et al . [18], Dif-
fAD [33] and DDAD [19]). Lu et al ., DiffAD, and DDAD are advanced diffusion-
based methods. For image-level anomaly detection tasks, our method achieves
the highest I-AUROC on 9 out of 15 classes. Although the I-AUROC of our
method is slightly lower than DDAD’s, our method is superior to DDAD on I-AP
and I-F1-max (99.7/98.4 VS 99.5/97.9) in Tab. 5. For pixel-level anomaly local-
ization tasks, our method outperforms the SOTA in terms of P-AUROC among
all types of methods. As shown in Tab. 5, our method exceeds reconstruction-
based SOTA (DDAD) by 11.9↑/9.6↑/3.0↑ in P-AP/P-F1-max/PRO.

We also conduct experiments on the MPDD dataset to further prove the supe-
riority of the proposed method in Tab. 2. Our method outperforms the SOTA in
terms of both I-AUROC and P-AUROC among all types of methods. In addition,
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Table 2: Comparison with SOTA on MPDD dataset. I-AUROC and P-AUROC are
displayed in each entry. The best results among all methods are shown in bold, and
the underlined results denote the best results among reconstruction-based methods.

Category Embedding-based methods Reconstruction-based methods
PatchCore [22] RD4AD [8] SimpleNet [17] DRAEM [32] OCR-GAN [14] DDAD [19] Ours

Bracket Black 85.3/97.6 90.2/98.0 85.1/96.0 91.8/98.2 99.9/- 98.7/96.7 98.0/99.4
Bracket Brown 92.5/98.1 94.2/97.0 98.3/94.4 90.3/63.7 89.4/- 92.7/97.2 90.7/97.5
Bracket White 92.3/99.7 90.1/99.3 98.0/96.7 88.8/98.9 88.1/- 96.6/91.8 98.3/99.7

Connector 100/99.4 99.5/99.4 100/99.5 100/91.2 100/- 96.2/98.6 100/98.2
Metal Plate 100/98.8 100/99.1 100/98.5 100/96.6 100/- 100/98.1 99.9/99.4

Tubes 77.4/97.2 97.6/99.1 97.9/99.2 94.7/95.9 98.1/- 99.2/99.0 98.1/97.8
Average 91.3/98.5 95.3/98.7 96.6/97.4 94.3/90.7 95.9/- 97.2/96.9 97.5/98.7

our method surpasses the reconstruction-based SOTA by 1.8↑/10.5↑/5.7↑/5.7↑
on P-AUROC/P-AP/P-F1-max/PRO as shown in Tab. 5.

Tabs. 3 and 4 show the results of VisA and PCB-Bank datasets. Our method
also achieved SOTA performance both on anomaly detection and localization
tasks (99.5/98.6 on the VisA dataset and 98.7/99.3 on the PCB-Bank dataset
on I-AUROC and P-AUROC).

Table 3: Comparison with SOTA methods on VisA dataset. I-AUROC and P-AUROC
are displayed in each entry. The best results among all methods are shown in bold, and
the underlined results denote the best results among reconstruction-based methods.

Category Embedding-based methods Reconstruction-based methods
PatchCore [22] RD4AD [8] SimpleNet [17] DRAEM [32] OCR-GAN [14] DDAD [19] Ours

Candle 98.7/99.2 96.2/98.9 96.9/98.6 89.6/91.0 98.9/- 99.9/98.7 99.9/94.8
Capsules 68.8/96.5 91.8/99.4 89.5/99.2 89.2/99.0 98.8/- 100/99.5 99.1/99.6
Cashew 97.7/99.2 98.7/94.4 94.8/99.0 88.3/85.0 97.4/- 94.5/97.4 98.4/97.0

Chewinggum 99.1/98.9 99.3/97.6 100/98.5 96.4/97.7 99.4/- 98.1/96.5 99.6/99.1
Fryum 91.6/95.9 96.9/96.4 96.6/94.5 94.7/82.5 96.3/- 99.0/96.9 99.4/96.9

Macaroni1 90.1/98.5 98.7/99.3 97.6/99.6 93.9/99.4 97.2/- 99.2/98.7 99.9/99.8
Macaroni2 63.4/93.5 91.4/99.1 83.4/96.4 88.3/99.7 95.1/- 99.2/98.2 98.9/99.8

Pcb1 96.0/99.8 96.7/99.6 99.2/99.8 84.7/98.4 96.1/- 100/93.4 99.6/99.6
Pcb2 95.1/98.4 97.2/98.3 99.2/98.8 96.2/94.0 98.3/- 99.7/97.4 100/ 98.6
Pcb3 93.0/98.9 96.5/99.3 98.6/99.2 97.4/94.3 98.1/- 97.2/96.3 99.9/98.9
Pcb4 99.5/98.3 99.4/98.2 98.9/98.6 98.9/97.6 99.7/- 100/98.5 99.9/99.5

Pipe fryum 99.0/99.3 99.6/99.1 99.2/99.3 94.7/65.8 99.7/- 100/99.5 98.9/99.4
Average 91.0/98.1 96.9/98.3 96.2/98.5 92.4/92.0 97.9/- 98.9/97.6 99.5/98.6

Tab. 5 further reports comprehensive comparisons between SOTA methods
and our GLAD. I-AUROC, I-AP, and I-F1-max are shown at the first raw of each
method for anomaly detection performance, while P-AUROC, P-AP, P-F1-max,
and PRO are for anomaly localization performance at the second raw. Overall,
our approach outperforms existing approaches on all metrics on the average of
the four datasets. In particular, because large-scale abnormal regions can be
reconstructed into normal regions, our method has great advantages in anomaly
location results.
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Table 4: Comparison with SOTA methods on PCB-Bank dataset. I-AUROC and P-
AUROC are displayed in each entry. The best results among all methods are shown in
bold, and the underlined results denote the best results among reconstruction-based
methods.

Category Embedding-based methods Reconstruction-based methods
PatchCore [22] RD4AD [8] SimpleNet [17] DRAEM [32] OCR-GAN [14] DDAD [19] Ours

Pcb1 96.0/99.8 96.7/99.6 99.2/99.8 84.7/98.4 96.1/- 100/93.4 99.6/99.6
Pcb2 95.1/98.4 97.2/98.3 99.2/98.8 96.2/94.0 98.3/- 99.7/97.4 100/ 98.6
Pcb3 93.0/98.9 96.5/99.3 98.6/99.2 97.4/94.3 98.1/- 97.2/96.3 99.9/98.9
Pcb4 99.5/98.3 99.4/98.2 98.9/98.6 98.9/97.6 99.7/- 100/98.5 99.9/99.5
Pcb5 94.6/99.8 94.1/99.5 94.5/99.4 97.2/97.8 85.9/- 99.7/96.0 99.6/99.1
Pcb6 82.2/98.9 89.4/98.9 91.7/97.5 72.4/94.6 75.1/- 87.8/98.5 92.2/99.7
Pcb7 93.7/98.8 99.0/99.6 100/99.9 97.7/98.3 85.7/- 94.4/98.7 99.6/99.8

Average 94.2/99.1 96.0/99.1 96.2/98.5 91.5/96.4 91.3/- 97.4/96.5 98.7/99.3

Reconstructions and qualitative results on MVTec-AD and MPDD datasets
are displayed in Fig. 3. More quantitative results are presented in supplementary
materials. For reconstruction results, other methods usually fail to reconstruct
large-scale anomalies into normal regions. On the contrary, our method can pro-
duce satisfactory reconstruction results. In (f)-(h) column of qualitative results,
other methods ignore some abnormal areas and produce inaccurate locations be-
cause of failed reconstructions of abnormal areas. However, because our method
can guarantee anomaly-free reconstruction, our method can accurately locate
anomalies, as shown in the (i) column. and therefore can accurately locate the
abnormal area. It also explains the superior quantification results for the location
of our method compared with other reconstruction-based methods in Tab. 5.

Table 5: Quantitative results on MVTec-AD, MPDD, VisA and PCB-Bank datasets.
Metrics are I-AUROC/I-AP/I-F1-max at first raw (for detection) and P-AUROC/P-
AP/P-F1-max/PRO at second raw (for localization).

Dataset MVTec-AD MPDD VisA PCB-Bank Avg

PatchCore[1] 99.1/99.6/98.1 91.3/95.1/91.3 91.0/92.7/88.7 94.2/95.6/90.3 93.9/95.8/92.1
98.1/55.9/57.6/93.4 98.5/38.4/40.7/92.9 98.1/38.5/40.5/88.3 99.1/46.0/48.5/90.8 98.5/44.7/46.9/91.4

RD4AD[2] 98.7/99.5/98.0 95.3/96.8/93.0 96.9/97.2/93.8 96.0/96.2/92.6 96.8/97.5/94.4
97.9/59.0/61.2/94.1 98.7/44.5/46.1/95.2 98.3/44.6/47.2/93.0 99.1/46.3/48.0/94.0 98.5/48.9/50.8/94.2

SimpleNet[3] 99.6/99.6/98.9 96.6/97.7/96.0 96.2/96.9/92.6 97.4/98.1/94.6 97.5/98.1/95.5
98.1/49.8/52.8/91.9 97.4/35.6/37.5/90.4 98.5/33.2/37.1/92.3 99.0/43.3/45.2/94.4 98.3/40.5/43.2/92.3

DRAEM[4] 98.0/99.0/96.9 94.3/95.8/93.0 92.4/93.4/87.9 91.5/91.8/88.2 94.1/95.0/91.5
97.3/68.4/66.7/91.3 90.7/28.3/29.8/78.0 92.0/28.8/36.1/78.7 96.4/32.2/38.0/80.9 94.1/39.4/42.7/82.2

OCR-GAN[5] 98.3/98.1/95.0 96.2/96.6/97.7 97.9/98.7/96.4 91.3/91.6/88.0 95.9/96.3/94.3
-/-/-/- -/-/-/- -/-/-/- -/-/-/- /-/-/-

DDAD[6] 99.8/99.5/97.9 97.2/95.5/95.1 98.9/98.6/96.2 97.4/96.1/95.2 98.3/97.4/96.1
98.1/59.0/59.4/92.3 96.9/34.8/43.5/91.6 97.6/27.9/34.6/92.7 96.5/28.1/33.6/91.1 97.3/37.5/42.8/91.9

Ours-256 99.0/99.7/98.2 97.3/98.4/95.4 99.3/99.6/97.6 98.1/98.4/96.7 98.4/98.8/97.0
98.7/63.8/63.7/95.2 98.5/41.5/43.9/94.2 98.3/35.8/42.4/94.1 98.8/42.0/47.5/93.8 98.6/44.5/48.6/94.3

Ours-512 99.3/99.7/98.4 97.5/98.5/96.0 99.5/99.4/98.3 98.7/99.0/97.3 98.8/99.2/97.5
98.6/70.9/69.0/95.3 98.7/45.3/49.2/96.3 98.6/39.1/45.4/94.3 99.3/48.9/52.2/95.1 98.8/51.1/54.0/95.3
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Qualitative ResultsReconstructions

(c) OCR-GAN (d) DDAD(a) Inputs (b) DRAEM (e) Ours (f) DRAEM (g) SimpleNet (i) Ours (j) Ground Truth(h) DDAD

Qualitative ResultsReconstructions

(c) OCR-GAN (d) DDAD(a) Inputs (b) DRAEM (e) Ours (f) DRAEM (g) SimpleNet (i) Ours (j) Ground Truth(h) DDAD

Fig. 3: Reconstructions and qualitative comparisons with other methods. The first
four rows display examples of the MVTec-AD dataset, and the last row is for the
MPDD dataset. OCR-GAN only produces anomaly scores, and there is no anomaly
map. SimpleNet is the embedding-based method.

4.4 Ablation Study

We propose three components, i.e., Adaptive Denoising Steps (ADS), Spatial-
Adaptive Feature Fusion (SAFF) and Anomaly-oriented Training Paradigm (ATP).
In this section, ablation studies are conducted to verify the effectiveness of our
proposed components. A discussion of hyperparameters is presented in the sup-
plementary materials.

Adaptive Denoising Steps With the proposed ADS, DM chooses the proper
noise steps and denoises from corresponding noisy samples, which ensures anomaly-
free reconstruction and preserves as much information as possible about normal
regions. In Tab. 6, the improvement brought by ADS is obvious. We also com-
pare our method with other cases which use different fixed steps in Tab. 7. The
experimental results prove the superiority of the proposed method.

We display different types of anomaly and proper steps chosen by ADS in
Fig. 4. For anomalies that are not obvious, such as examples (a), (c), and (e),
ADS tends to select small steps that are enough for reconstruction. However,
for large-scale anomalies, such as examples (b), (d), and (f), ADS denoises from
samples with larger step noise to ensure the reconstruction of anomaly-free im-
ages.

Besides, we observed that ATP can further reduce the denoising steps. Fig. 4
displays the reconstructions of ADS and the combination of ADS and ATP.
Compared with not using ATP, the model can better remove anomalies during
the inference process. As a result, a clear image for comparison will contain less
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Table 6: Performance of each component on MVTec-AD dataset. The best results are
shown in bold.

Method I-AUROC P-AUROC
Baseline 98.3 98.0

Baseline + ADS 99.0 98.5
Baseline + ATP 98.7 98.5

Baseline + ADS + ATP w/o SAFF 99.2 98.3
Baseline + ADS + ATP with SAFF (Ours) 99.3 98.6

Table 7: Comparison of adaptive steps and different fixed steps on MVTec-AD dataset.
The best results are shown in bold.

Denoising steps fixed steps Adaptive steps350 step 550 step 750 step
I-AUROC 98.8 98.8 98.7 99.3
P-AUROC 97.6 98.1 98.5 98.6

anomaly information at each denoising step, and the difference is detected in
smaller steps. This allows more normal information to be retained to produce a
more accurate reconstruction while ensuring the complete removal of anomalies.
Some differences in details are marked with red circles in Fig. 4. The reconstruc-
tion of ADS with ATP is more similar with inputs at normal areas. Performance
can be further improved as shown in Tab. 6.

Spatial-Adaptive Feature Fusion In Spatial-Adaptive Feature Fusion (SAFF),
we fuse the features from the predicted sample and the test sample with a mask
m , which is generated with the anomaly map at the proper denoising step.
Tab. 6 shows the effect of SAFF. SAFF can further remove residual anomaly
information and improve detection and location performance.

Anomaly-oriented Training Paradigm Because our training paradigm adds
synthesis anomaly samples in training, the data distribution variance between
the training data and the test data is narrowed. Thus, DM can map abnormal
regions as normal regions as well. Performance comparison of baseline and pro-
posed training paradigm are shown in Tab. 6, i.e., LDM (baseline) and ATP
(proposed anomaly-oriented training paradigm). We also provide visual quali-
tative comparisons in Fig. 5. Adaptive denoising steps are not used there. The
same steps of noise are added for baseline and ATP. In the (b) column and (e)
column, the results of the baseline still contain abnormal areas. This suggests
that the reconstruction ability of the baseline is limited. After training with
ATP, as shown in the (c) column and (f) column in Fig. 5, the model can map
abnormal regions into normal regions well.
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Fig. 4: Reconstructions of different types of anomaly and proper steps. Examples (a),
(c), and (e) contain small-scale anomalies, and (b), (d), and (f) are large-scale anoma-
lies. The numbers above the reconstructed images represent the proper steps. Differ-
ences in details of normal areas are marked in red circles.

Fig. 5: Qualitative comparisons between baseline and proposed ATP on MVTec-AD.
The same denoising steps are used for the two methods.
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5 Social Impact, Limitations, and Future Work

This work studies the problem of unsupervised anomaly detection and achieves
SOTA performance on four datasets. Without the need for real-world abnormal
samples, this work has the potential to be efficiently utilized in real-world sce-
narios. Despite the appealing performance, our method introduces evaluation
comparison in the inference, which causes extra time costs. Besides, to deter-
mine the denoising step of our adaptive denoising step strategy, we conduct the
comparison step-by-step, and the denoising steps are not actually reduced. In
future work, we plan to design a lightweight evaluation comparison and try to
predict the denoising step with a limited number of denoising steps, which has
the potential to improve the efficiency of our method.

6 Conclusion

In this paper, a global and local adaptive diffusion model, GLAD, is presented to
improve reconstruction results. As a global configuration, an adaptive denoising
step is set for each sample to adapt to different anomalies. Moreover, consider-
ing that reconstructing the abnormal regions is different from the normal areas,
an adaptive feature fusion scheme is proposed to remove residual anomalies in
abnormal regions, and an anomaly-oriented training paradigm is proposed to
promote the ability of the diffusion model to reconstruct anomalies into normal
regions, which achieve local adaptive reconstructions. We conduct extensive ex-
periments on MVTec-AD, MPDD, VisA, and PCB-Bank datasets. Quantitative
and qualitative results evaluate the superiority and effectiveness of our approach.
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The content of this supplementary material is organized as follows:

– More Implementation Details in Appendix S1.
– Effect of Different Thresholds in Appendix S2.
– Ablation of Spatial-Adaptive Feature Fusion in Appendix S3.
– Effect of Different Feature Extractors in Appendix S4.
– Denoising Process with Adaptive Denoising Steps in Appendix S5.
– Results at multi-category settings in Appendix S6.
– Additional Qualitative Results in Appendix S7.

S1 More Implementation Details

Following DDAD [5], We fine-tune the DINO for the VisA and PCB-Bank
datasets because of the larger differences between the datasets and the pre-
training datasets. Specifically, we optimize DINO by reducing the cosine simi-
larity between the normal multi-layer features Ft and the corresponding recon-
structed multi-layer feature Fr . The cosine similarity is calculated as a loss LFT :

LFT = LSimilarity(Ft ,Fr ) + λLDL(Ft ,Fr )

=
∑
l∈J

(1− cos(F l
t ,F

l
r ))

+ λ(
∑
l∈J

(1− cos(F l
t , F̄

l
t )))

+ λ(
∑
l∈J

(1− cos(F l
r , F̄

l
r )))

(S1)

J is set as {3, 6, 9, 12}. LDL denotes a distillation loss to constrain features from
training feature extractor and frozen feature extractor, to mitigate the reduction
in generalization of the network. F̄ l

t and F̄ l
r are layer l features of frozen feature

extractor. λ is set as 0.01. Learning rate and batch size are 3 × 10−4 and 16.
Noise of tmin step (200 step) is added on training images for reconstruction. We
only fine-tuning MLP of layer 3, 6, 9 and 12 of DINO.

We also test the performance of GLAD at multi-category settings. T is set
as 650 for the MVTec-AD dataset, 500 for the MPDD dataset, and 500 for the
VisA and PCB-Bank datasets. The minimum step tmin is set as 350 for the
MVTec-AD dataset and MPDD dataset, and 250 for the VisA and PCB-Bank
dataset to avoid missing anomalies. The thresholds are 0.45 for MVTec-AD, 0.35
for MPDD, 0.15 for VisA and 0.2 for PCB-Bank.

S2 Effect of Different Thresholds

In our method, threshold is used to measure whether the different between re-
constructed sample and noisy input is enough large to determine proper steps. A
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Fig. S1: Reconstructions and qualitative results on VisA and PCB-Bank datasets. The
first four rows display examples of the VisA dataset, and the last row is for the PCB-
Bank dataset.

Table S1: Thresholds for different classes on MVTec-AD dataset.

Class Carpet Grid Leather Tile Wood Bottle Cable Capsule

Threshold 0.32 0.47 0.35 0.35 0.37 0.32 0.40 0.40
Class Hazelnut Metal nut Pill Screw Toothbrush Transistor Zipper

Threshold 0.50 0.40 0.35 0.32 0.50 0.50 0.35

Table S2: Thresholds for different classes on MPDD dataset.

Class Bracket Black Bracket Brown Bracket White Connector Metal Plate Tubes

Threshold 0.35 0.35 0.35 0.35 0.25 0.10

Table S3: Thresholds for different classes on VisA dataset.

Class Candle Capsules Cashew Chewinggum Fryum Macaroni1

Threshold 0.45 0.40 0.40 0.45 0.35 0.45
Class Macaroni2 Pcb1 Pcb2 Pcb3 Pcb4 Pipe fryum

Threshold 0.45 0.30 0.30 0.30 0.30 0.45

Table S4: Thresholds for different classes on PCB-Bank dataset.

Class Pcb1 Pcb2 Pcb3 Pcb4 Pcb5 Pcb6 Pcb7

Threshold 0.30 0.30 0.30 0.30 0.40 0.45 0.30
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(a) MVTec-AD

(b) MPDD

(c) VisA

(d) PCB-Bank(d) PCB-Bank

Fig. S2: Performance with different thresholds δ. (a), (b), (c), (d) denote the results
for MVTec-AD, MPDD, VisA and PCB-Bank datasets, respectively.
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large threshold may result in that model denoises from a small step and anomaly
may be retained in reconstructed image. On the contrary, a small threshold
makes it difficult for the model to retain normal information. We display the
results of different thresholds in Fig. S2. The thresholds are experimentally se-
lected as Tab. S1 for MVTec-AD and Tab. S2 for MPDD, Tab. S3 for VisA and
Tab. S4 for PCB-Bank datasets. In Fig. S2 (a), as the threshold increases, the
performance of transistor changes rapidly. Different from other classes, there are
cluttered backgrounds in images of transistor. A larger threshold, which means
smaller denoising steps, leads to less background difference and better perfor-
mance. Thus, the larger thresholds significantly improve performance. For class
tubes in MPDD dataset, the background is relatively simple, but anomaly is
easy to ignored with a large threshold. And anomalies may be preserved in re-
constructed images. Thus, the increased threshold results in a sharp drop in
performance.

S3 Ablation of Spatial-Adaptive Feature Fusion

In Spatial-Adaptive Feature Fusion (SAFF), we fuse the features from the pre-
dicted sample and the test sample with a mask m , which is generated with the
anomaly map at proper denoising step. We test different ways to generate mask
in SAFF, including SAFF-norm (anomaly map subtracts its minimum value,
then divides it by the difference between the maximum value and the minimum
value), and SAFF-sigmod (using sigmod). Tab. S5 shows the effect of SAFF
and different generation ways of the mask. In experiments, SAFF with sigmod
achieves best results and is default settings in our method.

Table S5: Results of different SAFF.

Methods I-AUROC P-AUROC

W/o SAFF 99.2 98.3
SAFF-norm 99.2 98.6

SAFF-sigmod(Ours) 99.3 98.6

S4 Effect of Different Feature Extractors

Tab. S6 shows the results of different pre-trained feature extractors. Following
AprilGAN [6], which uses CLIP [20], we first test the CLIP. In addition, we also
tested the DINO [5], which is a self-supervised vision transformers. Compared
with CLIP, DINO achieves better results because of more excellent visual feature
extraction capability. Besides, a phenomenon can be observed that smaller patch
size, which means larger feature maps and carries more information, obtains
better results.
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Table S6: Results of different pre-trained feature extractors.

Feature Extractors Architectures I-AUROC P-AUROC

CLIP ViT-B/16 95.1 95.3
ViT-L/14 97.8 96.3

DINO ViT-B/16 97.7 98.4
ViT-B/8 99.3 98.6

S5 Denoising Process with Adaptive Denoising Steps

In this section, we demonstrate two examples of denoising process with adaptive
steps in Fig. S3. Test images are inputted and comparison is conducted in each
step to search the proper steps. For example (a) of hazelnut, the different is
larger than threshold (0.52 > 0.5) at 661 step, which is consider as the proper
step. Then the feature are combined as (c) according to the anomaly map of 661
step. Finally, the anomaly-free counterpart (d) is reconstructed. The example
(e) of cable goes through the same process, except that the proper step is 631.

S6 Results at Multi-category Settings

Tab. S7 shows the quantitative results of multi-category setting. Our proposed
GLAD outperforms the latest SOTA on all metrics, and exceeds DiAD on average
results of 4 datasets by 6.3↑/5.6↑/4.9↑/1.9↑/14.3↑/10.4↑/11.1↑ on I-AUROC/I-
AP/I-F1-max/P-AUROC/P-AP/P-F1-max/PRO.

Table S7: Quantitative results of multi-category setting on MVTec-AD, MPDD, VisA
and PCB-Bank datasets. Metrics are I-AUROC/I-AP/I-F1-max at first raw (for de-
tection) and P-AUROC/P-AP/P-F1-max/PRO at second raw (for localization).

Dataset MVTec-AD MPDD VisA PCB-Bank Avg

UniAD [31] 96.5/98.8/96.2 82.5/85.9/85.9 85.5/85.5/84.4 86.1/85.2/84.1 87.7/88.9/87.7
96.8/43.4/49.5/90.4 95.1/18.5/25.0/81.7 95.9/21.0/27.0/75.6 97.2/19.4/26.4/78.8 96.3/25.6/32.0/81.6

DiAD [10] 97.2/99.0/96.5 82.8/84.9/85.8 86.8/88.3/85.1 89.0/88.8/85.2 89.0/90.3/88.2
96.8/52.6/55.5/90.7 94.8/19.4/25.4/82.7 96.0/26.1/33.0/75.2 96.9/24.5/33.6/79.4 96.1/30.7/36.9/82.0

Ours-256 97.5/99.1/96.6 97.5/97.1/96.8 91.8/92.9/88.6 94.2/94.3/90.2 95.3/95.9/93.1
97.4/60.8/60.7/93.0 98.0/40.9/41.5/93.0 97.8/35.6/40.9/92.1 98.8/42.6/46.1/94.1 98.0/45.0/47.3/93.1

S7 Additional Qualitative Results

Some additional reconstructions and qualitative results are displayed in Fig. S4.
First for reconstruction, our method can achieve satisfactory reconstruction
results. Even for some large-scale anomalies, our method can still generate
anomaly-free images, such as transistor, metal nut, cable and hazelnut. In terms
of qualitative results, compared with other methods, our method enables more
accurate and refined localization. All results show the superiority of our method.
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Fig. S3: Examples of adaptive step process. Abnormal images are input as (a) and (c).
In comparison (b) and (f), the numbers at the top of the images represent the current
denoising steps and anomaly scores, and the images from first to third rows are clear
images from predicted samples, anomaly maps and clear images from test samples.The
steps masked by red boxes denote proper steps, at which, (c) and (g) are composed for
next denoising steps. Finally, (d) and (h) are reconstructed anomaly-free images.



GLAD 27

(b) Inputs (c) DRAEM (f) Ours

Qualitative ResultsReconstructions

(g) DRAEM (j) Ours(h) SimpleNet(a) Proper Steps (e) DDAD(d) OCR-GAN (i) DDAD (k) Ground Truth

181 step181 step

181 step181 step

181 step181 step

301 step301 step

301 step301 step

  

331 step331 step

  

331 step

341 step341 step

341 step

  

341 step

  

481 step481 step

545 step545 step

571 step571 step

601 step601 step

631 step631 step

661 step661 step

661 step661 step

(b) Inputs (c) DRAEM (f) Ours

Qualitative ResultsReconstructions

(g) DRAEM (j) Ours(h) SimpleNet(a) Proper Steps (e) DDAD(d) OCR-GAN (i) DDAD (k) Ground Truth

181 step

181 step

181 step

301 step

301 step

  

331 step

341 step

341 step

  

481 step

545 step

571 step

601 step

631 step

661 step

661 step

Fig. S4: Additional reconstructions and qualitative results on MVTec-AD, MPDD,
VisA and PCB-Bank datasets. The difficulty of sample reconstruction from top to
bottom gradually increases, and the corresponding denoising steps are shown in column
(a).
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