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(a) Semi-supervised Learning(SSL)

» Leverages the ubiquitous unlabeled data to break the limitation of supervised
learning (SL) caused by the huge human and financial costs in obtaining labeled data

 Traditional SSL typically makes the assumption that labeled data and unlabeled
data share the same class space.However, in real applications, the unlabeled training
dataset may contain the data from classes unseen in the labeled.

(b) Open-set Semi-supervised Learning(OSSL)

e Usually apply an OOD detection module 1n addition to the traditional ID classifier,
for the purpose of acquiring the capability of differentiating OOD data from ID data.
» Typically, all open-set (OS) data are involved in these OSSL models’ training, which
may comprise both friendly data and unfriendly data.
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Fig. 1: An example of models” performance (testing accu-
racy on ID classification) with different strategies of using
the open-set data (OS data) illustrates the effectiveness of
selectively leveraging OS data during the training process.
Experiments are conducted on Tiny-ImageNet at 120 seen
classes with 50 labels for each class. We employ the follow-
ing methods: (1) Labeled Only (w /o OS data), an SL method
OS data), an OSSL method trained with all OS data; and (3)
WiseOpen-L on top of OpenMatch(w/ selected OS data), an
OSSL method trained with selected OS data.
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» Certain OS data (friendly data) can
enhance the ID classification accuracy.

* Excluding certain unfriendly OS data can
further improve the ID classification
performance, revealing that the selection of
OS training data is essential for the OSSL
task.

* Wise Open-set Semi-supervised

> Learning(WiseOpen)
e Two practical and economic

variants: WiseOpen-Economic
(WiseOpen-E)/ WiseOpen-Loss
(WiseOpen-L)
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Main contributions

From the perspective of learning theory, we put for-
ward an insight into the necessity of selectively lever-
aging the friendly open-set data in OSSL scenarios.

We propose a robust general OSSL framework
WiseOpen that employs GV-5M to wisely select friendly
open-set data. This provides the OSSL community with
a plug-and-play module to enhance the models” perfor-
mance.

We further provide WiseOpen-E and WiseOpen-L as
two practical variants of WiseOpen, which can make
the selection procedure more computation-friendly
while still yielding performance improvements.

The effectiveness of our proposed WiseOpen and its
variants is demonstrated by extensive experiments on

three popular benchmark datasets.
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(a) Semi-supervised Learning

 MixMatch/FixMatch

 Jointly employs consistency regularization and pseudo-labeling techniques and
applies a fixed threshold for selecting high-confident unlabeled data to train the model.
* Dash/FlexMatch/FreeMatch

» Further explore how to determine the suitable confidence thresholds according to
model’s learning status so that better exploit unlabeled data for better performance.

(b) Open-set Semi-supervised Learning

e OpenMatch

» Adopts one-vs-all classifiers with soft open-set consistency regularization and
incorporates FixMatch to handle the OSSL tasks.

 IOMatch

» Select confident pseudo-ID data while calculating unlabeled inlier loss, and exclude
unlabeled data with low confidence in open-set predictions while calculating open-set
loss where all unseen classes are regarded as one single class.
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(¢) Out-of-distribution Detection
« Existing OOD detection methods usually acquire abundant labeled data from seen
classes and some methods even additionally utilize external OOD knowledge in

the training phase.
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TABLE 1: Frequently used notations along with their math-
ematical meaning.

Notation Mathematical Meaning

K Number of the seen classes.

S = {{x;, 3"‘"}}21 Labeled training dataset containing N
labeled pairs(x;.yi).

==y Original unlabeled training dataset

containing N, instance x; .

Uy Selected unlabeled subset in the t-th
epoch.

L, Ls; Lo The overall loss, supervised loss, and
unsupervised loss.

6 Parameters of the model.

gl(f) Stochastic gradient of loss function
computed at 6.

E[] Mathematical expectation of some ran-

dom variable.

The excess risk bound given the model
parameters.

| - | Cardinality of the given set.
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overall objective function £ of OSSL, no matter what specific
techniques are applied, can be written as

L=L[0;85)+ L,(0;U), (1)

respectively. 1hen to train the model upon labeled training
data set §, OpenMatch will compute the following losses:

B (B8 o

Fﬂjz H(y;, p(x})). (2)

[Ki~.}"i JES

ﬁa‘uca{ﬁ;g] e _!{;_l Z

log g5 (x;) + minlog gy (x;).
FYi

(x5¥:)ES
(3)
p(d:x;) : by traditional ID classifier
r—lE'[ E} - "-'In I} Q'1 } by OOD detector
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1
ﬁ:em{g;z’{) BT Z qu a.} u))lﬂuq ﬂ.]' )

x¥ €l j=0 k=1
(4)

objective function of OpenMatch can be written as

k 9 E =£CF{H:S} + £91;ﬂ{9;81
D:"(g U EHI Z Z "q fl[ )) q (ﬂ })"2 (5] L ESEE:S}

xyPeH k=1
X ¥ Alﬁem{ﬁ;u} T Azﬁoc{g.u) & A.iﬁfm(gru) (7]

Moreover, it adopts FixMatch over the pseudo-ID instances Lo (0:)
which can be formulated as

Z M(a(xi)) H(y}, p(A(X]))), (6)

{.ﬂ/{ xu)] =~ E li'n a(x ) = U J) (max(p(a(x ?)]] }P)
g = ﬂrgﬂunp(ﬂ(}i?ﬂ
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ual

use the gradient variances to measure the distance
risk minimization (RM) problem between labeled data and open-set data
A

111&11,{3{{?} = E..p[l(0; C)], (8)

g(0:) = Agia(0:) + (1 = A)(1ge(0¢) + (1 — 7)gue(Bt)), (9)
A

unknown distribution D

! ID and OOD data in D

empirical risk minimization (ERM) problem

ming Ll[!‘? e —é— S0 H8r) > i1 =0, —ng(0:)

e

CeD ; SGD
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Assumptions Assumption 2 (Weak Growth Condition [50], [51]). The

stochastic gradient of gp(0) and g,f(0) are variance bounded, i.e.,
there exists a constant o® > 0, such that

Ellgs (6) — VLO)I? < SIVL@O)IP + 02,

Assumption 1 (Bounded variance [49]). The stochastic gradi-
ent is unbiased, E[g(0)] = V L(#). The stochastic gradient gy;(0)
is variance bounded, i.e., there exists a constant o > 0, such that

E[llgu(8) = VL(O)II] < o~

Assumption 3 (Smoothness ]. L(8) is smooth with an L-
Lipchitz continuous gradient, i.e., it is differentiable and there
exists a constant L > 0 such that

\VL(O)—=VLEO)| < L|o-8¢.
This is equivalent to
L ,
£(6) = £(0') < (£@),0 - 0) + 510 = 0'|

Assumption 4 (Polyak-Lojasiewicz condition [53]). There
exists a constant y1 > 0 such that

2u(L(0) = L(8.) < VL),

where 0, € arg ming L£(#) is a optimal solution.

Elllg.s(8) - VLOI?] < SIVLO)I? + 0.

where € > 0 is a small constant and v > 1 is a large enough
constant.

Since v > 1 is large enough, we can consider that the
variance for g,¢(#) is much larger than the variance for
g (0). We consider the friendly data to have small variance
so we suppose € > () is small. Similarly, we consider v > 1is
large enough for unfriendly data. In generalization analysis,
we are interested in the excess risk bound (ERB):

ERB(0) := L(0) — L(6.), (10)

where @ is a solution obtained by an algorithm and f. €
arg ming £(#) is the optimal solution of problem (8). For the
convenience of analysis, we make the following widely used
assumptions for the loss function.
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Theorem 1. Under assumptions [1} 2} B} ] we have the following
ERB in expectation:

(a) when all data are used: by setting 1) < ;
have

1
1— M) 7et+{1—7 )

L,EUE'

ERB(gaﬂ;ﬁ,fr) < O(L(6) — L(6.));

(b) when only labeled data arve wused: by setting n =
‘ 2 .
o log (“” L£{(86)—L(8.)) ) we have

The results of Theorem [I] show that (1) the algorithm

could not reduce the objective due to the large variance

8 Lo?  2Lo2 nu(L(600) — £(6.)) arising from unfriendly open-set data; (2) by using friendly
ERB(6u) < 2 T e 1‘3‘3( 2T ) open-set data, the algorithm could significantly reduce the
log (n) objective, and it has better generalization by comparing with

< O( n ): the one only using labeled data. The theoretical findings

inspire us to design a selection method for wisely leveraging
open-set data. Specifically, one may carefully select and use
friendly open-set data during training progress to improve

» fied the performance of the learning task.
ERB[gid-r;fr} =

(c) when labeled and friendly data are used: by setting n =

: +m)p? (L(00)—L(0. i )
{nﬁn]# log ({“ ) {gg{L”} : ”), we have

(n +m)p?
2Lo? (n 4+ m)p*(L(6) — L(6.)) l
L (n+ m)p? log ( o ol )

log (n + m}) . .
o 1. -
< o( nxm ) Wisely leveraging open-set data
where n and m are the sample sizes of labeled data and friendly

data, respectively, O(-) suppresses a logarithmic factor and con-

stants.
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* Wise Selection Mechanism(WiseOpen)

gradient variance-based selection mechanism(GV-SM): discard the unfriendly open-
set data with large gradient variance

Uy = {x} €U | |lgxx(8:) — GO < P},  (11)

g(0;) : estimated expectation of the gradient of the overall objective function L

’ _'"'i'rg - !
F 1 0L (04;x;)
1(0:) = — . 12
36 = ; . (12)
L (03 x¥
gy (0;) = © Wi (13)

o,
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* Wise Selection Mechanism(WiseOpen)

Obtain P,

Top-k : utilizes the k-th largest gradient variance among { gx(01)} Ny

i

_ Otsu thresholding : adaptively determine 0O, by maximizing the
variance of gx«(f:) between the selected and discarded open-set

data clusters

L = J{:f_-ﬁl[ﬂf: S} 4 J"-r—"u'e-*ﬂ (ﬂf:- ‘5‘}

> £.(8:S)
T Alﬁﬁ-ru{ﬂf:h@} T AE‘E-“{H.'(E?T:L&} T }'-.'!Efml[ﬂf:mf} :

J':u [_G::H:}

(15)
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TABLE 3: Models’ training time of original OpenMatch and
our proposed frameworks on top of OpenMatch. Experi-
ments are conducted using CIFAR-100 with 100 labels on a
single NVIDIA GeForce RTX 4090.

Algorithm Training Time

OpenMatch 10h 59m
w/ WiseOpen { 43h 01m
w/ WiseOpen 43h 05m

w/ WiseOpen-E | 13h 40m
w/ WiseOpen-E 13h 43m
w/ WiseOpen-L § 11h 36m
w/ WiseOpen-L { 11h 43m

computationally expensive to calculate gradient variance



2, uwm“" s 5
A — b 2 ;
= AR 4 L
% #Tosi™ §
e ‘ , "’Ur\ \A\ (S NANJING UNIVERSITY OF AHRUINALITE S AN ASTHIINALITE S

 WiseOpen-E:simply sets an interval € of updating the selecting result of open-
set data.

Assumption 3 (Smoothness [52]). L£(8) is smooth with an L-
91‘ — 91‘ 1= Ug( 91‘ o ) Lipchitz continuous gradient, i.e., it is differentiable and there

exists a constant L > () such that

IVL(O) = VLE) < LlIo— 6.

after m epochs

This is equivalent to

L(0) ~ LO) < (L0).0 - 0) + 2110 - )"
m
Hf-f-m — 'ql‘—l =y Zk:[] y(91—1+h)

By the condition of smoothness variance with parameter L',
we have

”g(gf+m} = g{gi‘]" E L’"gt+m S gl‘" = T}LI’

Zg(gt—l—kk}

k=1

(16)
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* WiseOpen-L:applies a loss-based selection mechanism (L-SM) that selects the
friendly open-set data with smaller loss values to construct U,

Assumption 4 (Polyak-Lojasiewicz condition [53]]). There
exists a constant p > 0 such that

2u(L(0) = L(6.)) < ||[VL(D)]?,

where 0, € arg ming L(#) is a optimal solution. U, = {x:‘ clU | ﬁu{f}t;x?} % P;} ) (19)
L-SM
: 1 : 2
£(0) < z_r””v{‘:ﬁ}" + £(0:), (17) Once |lgx«(6:) — g(0:)|| < /pt holds in (11), then by

. " (h x "gx ﬁf _J Q }" £ "‘g:"cl Hi)” " {gi)“ we have "gx? {g:')" <
apply function £, (¢:x}'), /Ps + 13(6s)]], so that

1 : > + [13(6:)))* i
‘Cu{ﬂf:-x?} {_iz_“ilgx:' {ﬂi)”‘g + E-”_{g*:_}{?)_ f‘u(gt X‘i. 1/_ 2.“ : 5 ﬁu{ﬂt:xi } (18]
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e Pseudo-code

Algorithm 1: WiseOpen Family. GV-SM:;
Input: Labeled data &, unlabeled data i/, model
parameters #, epoch £, ., iteration [,,,4, Uy = {xf’ cU | ||,§'x;= (0:) — g(0)| < Va’ﬁ} : (11)

learning rate 1), selection interval e;.
fort+— 1to E,,,. do
ift % e, == 0 then
| Obtain U; according to Eq[lTor Eq[I9}

o L-SM:
| Obtain U; = U;_;;
i Uy = {x* €U | LalBxY) < A} (19

for iter — 1to I,,,. do
Sample batches B; € § and B, € U;

Compute L + L.(0;B;) + L.,(0; B,);
Update 0 + 0 — n25;

end

end




Oy
S % b Y by )
= AR 4 L
% #Tosi™ §
"’Ur\ \A\;_ NANJING UNIVERSITY OF AHRUINALITE S AN ASTHIINALITE S

I Experiments

s TABLE 3: Models’ training time of original OpenMatch and
z our proposed frameworks on top of OpenMatch. Experi-
3 Wisehpent ments are conducted using CIFAR-100 with 100 labels on a
single NVIDIA GeForce RTX 4090.
WiseOpent
7400 7425 7450 7475 7500 7525 75.50 Algorithm Training Time
Accuracy (%)
(a) Evaluation of ID classification. DPEI\.NIEItEh 10h 539m
w/ WiseOpen | 43h 01m
OpenMatch w/ WiseOpen ] 43h 05m
) w/ WiseOpen-E | 13h 40m
- ——— w/ WiseOpen-E { 13h 43m
= w/ WiseOpen-L | 11h 36m
T w/ WiseOpen-L { 11h 43m

730 735 740 745 750 755  76.0
AUROC (%)

(b) Evaluation of OOD detection.
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TABLE 4: Comparison of ID classification accuracy (in %, mean =+ standard deviation) on CIFAR-10, CIFAR-100, and Tiny
ImageNet with varying labels per seen class. T means using Top-k threshold while I means using Otsu threshold. Eacl
block consists of the results of the baseline with or without the variants of WiseOpen and the improvements that ou
proposed frameworks can make. The best results for each data setting in each block are in bold.

CIFAR-10 CIFAR-100 Tiny-ImageNet
Algorithms 50 labels 100 labels 400 labels 50 labels 100 labels 50 labels
Labeled Only 63.161+0.87 67.26+1.08 B83.67+0.29 60.15+0.20 64.961+0.29 42.314+0.43
FixMatch [14 90484+0.01 92.61+0.16 93.68+0.46 7016048 74.1740.22 45.11+0.53
w,/ Wis pen-E T 91.33+0.15 92.61+0.32 93.67+0.20 70.531+0.48 74.131+0.41 44 .90+0.63
w/ WiseOpen-E I 91.52+0.44 92.54+0.11 93.80+0.31 69.861+0.16 74.121+0.38 44,984+0.57
A (mean) +0.94 -0.03 +0.06 +0.04 -0.04 -0.17
A (max) +1.04 0.00 +0.12 +0.38 0.04 -0.13
FreeMatch 85434+0.64 88.441+036 89.47+0.29 65.38+0.80 70.20+0.27 42.161+0.84
w/ WiseOpen-E 1 86.09+2.00 88.36+0.80 89.76£0.75 65.68+0.52 70.321+0.40 42.74+0.06
w/ WiSEOpen-E 1 85.71+0.33 88.71+0.36 90.37+0.76 65.52+0.47 70.13+0.12 42.4940.55
A (mean) +0.47 +0.09 +0.60 +0.22 +0.02 +0.46
A (max) +0.66 +0.27 +0.90 +0.30 +0.12 +0.58
MTC [26 79.00+1.73 80.51+£1.67 89.03+0.93 64.22+0.61 70.2240.57 39.57+0.17
w/ WiSEOpen—E T 81.37+2.71 82.58+151 89.73+0.34 64.71+0.28 70.33+0.12 40.49+0.48
w/ WiSEOpen-E 1 8257+0.40 82.174+1.08 89.27+0.45 64.54+048 70.42+0.16 39.80+0.11
w/ WiSEOpen-L T 81.344+1.89 83.45+145 89.234+0.87 64.68+0.83 70.16+0.76 39.8310.28
w/ WiseOpen-L i 82.65+0.32 85.69+1.55 8§9.54+0.49 64.39+-0.40 70.3440.26 38.99+0.38
A (mean) +2.98 +2.97 +0.42 +0.36 +0.09 +0.21
A (max) +3.65 +5.19 +0.70 +0.49 +0.20 +0.92
OpenMatch 82454231 91.234094 92.80+0.45 70234030 74.564+0.46 47.33+0.81
w/ WiseOpen-E 1 83.69+1.59 91.861+0.45 93.11+0.50 7093+0.66 75.144+0.33 49.45+0.31
w/ WiseOpen-E I 83.354+1.95 91.47+0.53 93.231+0.34 71.67+0.38 74.55+0.19 49.14+0.33
w/ WiseOpen-L 1 83451095 91.821+0.37 93.12+0.27 71.2310.59 75.3810.58 49,7540.69
w/ WiseOpen-L { 84.69+0.76 91.341+0.69 92.93+0.06 71124031 75.094+0.43 48.744+0.08
A (mean) +1.34 +0.39 +0.30 +1.01 +0.48 +1.94
A (max) +2.24 +0.63 +043 +1.44 +0.82 +2.42
IOMatch 91544032 92.091+0.36 93.461+0.17 69.8310.59 73.8710.25 47.8610.24
w,/ Wi pen-E T 91.78+0.17 92.25+0.62 93.59+0.07 70.49+0.28 74.2440.41 47.934+0.19
w/ WiseOpen-E I 91.77+0.08 92.16+0.18 93.363+0.16 6997+0.55 74.1240.12 47.994+0.33
w/ WiSEOpen-L 1 9190+0.16 92.25+0.20 93.561+0.25 70.26+0.55 74.36+0.45 48.494-0.40
w/ WiseOpen—L i 91.16+0.29 92.02+020 93.354+0.08 70474037 74.3340.05 49.18+0.40
A (mean) +0.11 +0.08 +(0.00 +0.47 +0.40 +0.54
A (max) +0.36 +0.16 +0.13 +0.67 +0.49 +1.32

b rhr L ALE
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TABLE 5: Comparison of AUROC (in %, mean =+ standard deviation) for evaluating OOD detection performance. Higher

is better.
CIFAR-10 CIFAR-100 Tiny-ImageNet
Algorithms 50 labels 100 labels 400 labels 50labels 100 labels 50 labels
Labeled Only 56.15£1.81 59.584+2.25 69.95+0.60 67.86+£0.71 70.04+0.52 61.49+0.38
FixMatch @ 38.46+0.62 41.02+0.87 48.49+1.41 60.19+£0.30 63.14+0.23 58.65+0.82
w/ WiseOpen-E 1 39.261+0.97 41.20£1.56 47.53+0.44 60.63£1.07 62.57+0.12 59.41+0.70
w/ WiseOpen-E I 38.94+1.22 42.26+1.10 48.30+1.03 59.48+0.35 63.28+0.52 59.23+0.69
A (mean) +0.64 +0.70 -0.58 0.14 0.22 +0.67
A (max) +0.79 +1.23 -0.19 +0.44 +0.14 +0.76
FreeMatch @ 45944184 52.86+1.78 64.67+1.12 64.92+0.70 68.71+0.19 59.58+0.42
w/ WiseOpen-E § 47.384+2.03 51.65+£227 62.75+1.88 6427+0.38 67.358+£0.29 59.57+0.29
w/ WiseOpen-E 1 46461236 52.79+237 63.941+2.67 6422+089 69.01+0.41 58.840.86
A (mean) +0.98 -0.64 -1.33 -0.68 -0.52 -0.38
A (max) +1.44 -0.07 -0.73 -0.65 +0.30 -0.01
MTC [26 7777110 80.36+=2.13 87.02+0091 6540+0.60 64.58+0.26 60.71£0.55
w/ WiseOpen-E | 79.02+£0.35 82.02+1.98 88.67+0.76 66.78+1.79 65.09£1.25 61.08+0.62
w/ WiseOpen-E I 78.10+£0.36 79.084+1.74 86.59+2.45 6597+0.91 64.41+1.25 61.29+0.08
w/ WiseOpen-L 1 78.85+0.63 81.64+1.36 88.14+0.88 65.86+0.49 63.23+0.30 61.44+0.28
w/ WiseOpen-L I 7845+0.39 81.65+0.70 86.10+1.71 6541+£1.42 65.57+1.14 62.08+0.50
A (mean) +0.83 +0.73 +0.36 +0.60 -0.00 +0.76
A (max) +1.25 +1.66 +1.65 +1.38 +0.99 +1.37
OpenMatch 58.70+£8.71 55.60+5.09 47.90+2.64 73.82+0.16 74.58+0.59 65.89+0.20
w/ WiseOpen-E § 65.25+9.16 49.97+£5.71 53.10+4.32 75234049 76.1240.72 66.41+0.15
w/ WiseOpen-E | 60.28+4.63 51.05+4.18 48.65+7.29 75.24+0.34 75.43£1.39 66.84+0.35
w/ WiseOpen-L § 55331499 49.70+445 44.1443.55 7459+0.40 76.26+1.02 66.71£0.57
w/ WiseOpen-L I 58.40+4.77 47.3143.68 43.95+1.74 74.88+0.72 74.92+1.63 67.33+0.21
A (mean) 1.1 -6.09 -0.44 +1.17 +1.10 +0.93
A (max) +6.55 -4.55 +5.20 +1.42 +1.68 +1.44
IOMatch 44.544+0.29 48.02+0.87 61.80+2.33 67.44+0.88 69.49+0.32 62.731£0.28
w/ WiseOpen-E § 42514222 48.34+096 61.49+2.17 65.99+0.14 69.3610.48 62.961+0.56
w/ WiseOpen-E I 43.10+£1.12  48.234+045 63.45+1.04 66.74£0.50 69.6710.10 62.43+0.22
w/ WiseOpen-L { 4423+1.74 48.45+1.05 60.58+1.18 67.04£0.43 69.4330.53 62.66+0.60
w/ WiseOpen-L I 42674054 47.60+£123 60.90+1.35 66.83+:0.45 69.63+0.32 62.20+0.64
A (mean) -1.41 +0.13 -0.20 -0.79 +0.03 -0.17
A (max) -0.31 +0.43 +1.65 -0.40 +0.18 +0.23
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I Experiments

TABLE 6: ID classification accuracy (in %) of WiseOpen-
E and WiseOpen-L on top of OpenMatch and IOMatch in
varying mismatching scenarios of CIFAR100 with 50 labels.

L id

Lood
Mismatching ratios 04 0.5 0.6 0.7
Lig + Lood OpenMatch N3 7318 76.18 7920
- : - : : - w/ WiseOpen-E{ 7185 7368 7740 7893
69.0 69.5 T0.0 70.5 71.0 71.5 72.0
Arcumey (9 w/ WiseOpen-E§ 7137 7406 76.17  79.20

w/ WiseOpen-L § 71.88 73.76 77.70 7943

a) WiseOpen-E f on top of OpenMatch
(a) WiseOpen-E  on top of OpenMa w/ WiseOpen-L { 7153 73.14 76.70 78.67

A (mean) +1.13 +048 +0.81 -0.14
Liy A (max) +135 +0.88 +1.52 +023
IOMatch 7053 7274 7498 7763

w/ WiseOpen-E 7 7088 73.20  75.52 7690
w/ WiseOpen-E 1 7073 7304 7535 77.20
w/ WiseOpen-L 1 A02 7290 7532 78.27

L ood

Lig+ L
d + Lood w/ WiseOpen-L § 7093 7302 75.07 78.13
69.0 69.5 70.0 70.5 71.0 A (mean) +036 +030 +034 -0.00
Accuracy (%) A (max) +049 +046 +054  +0.64

(b) WiseOpen-E { on top of IOMatch
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TABLE 7: ID classification accuracy (in %) employing Adam optimizer and RMSProp optimizer. 50 labels per seen class are

utilized in training models.

CIFAR-10 CIFAR-100 Tiny-ImageNet

Algorithms Adam RMSProp Adam RMSProp Adam RMSProp
OpenMatch 78.78 78.57 7007 68.83 48.10 4742
w/ WiseOpen-E 73.10 76.88 69.77 69.52 47 98 47.98
w/ WiSEOpen-Ei 74.00 76.20 7028 68.45 47.77 46.90
w/ WiseOp-en-LT 81.67 78.93 7112 63.40 48.18 4713
w/ WiseOp-en-Lj; 81.07 82.40 7147 69.97 48.35 47.57
A (mean) -1.32 +0.04 +0.59 +0.25 -0.03 -0.02
A (max) +2.88  +3.83 +140  +1.13 +025 4057
[OMatch 90.27 91.78 70.60 70.32 45.35 45.28
w/ WiseOpen-E { 91.37 91.18 70.75 70.73 46.33 45.03
w/ WiseOpen-E | 90.55 91.83 70.85 70.53 46.13 44,63
w/ WiseOpen-L { 90.00 92.32 70.83 70.62 46.00 45.30
w/ WiSEOpen-Li 8§9.75 91.05 70.68 70.70 46.40 4523
A (mean) +0.15 .19 +0.18 +0.33 +).87 .23
A (max) +1.10 +0.53 +0.25 +0.42 +1.05 +0.02
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TABLE 8: Evaluation of OOD detection on OOD data unseen in the training set (AUROC in %). Models are trained on

Tiny-ImageNet with 50 labeled data per class.

Unseen OOD Datasets

Algorithms LSUN DTD CUB Flowers Caltech Dogs MEAN
MTC 37.51+140 35254260 4791+348 52284279 47494293 40.24+499 434546.94
w/ WiseOpen-E T  39.39+739 37.73+2.75 4870+0.72 55.24+304 51.69+0.79 44.01+3.36 46.13+7.36
w/ WiseOpen—E I 411041144 37174131 48384421 49.60+329 50.00+3.49 36.76+1.44 43.84+7.85
w/ WiseOpen-L T 34.82+245 3593+0.86 50.06+3.25 54.41+6.50 50.87+2.83 43.24+1.65 44.89+8.25
w/ WiseOpen-L  45.43+15.31 47.81+2.07 58.03+4.75 60.51+2.96 57.26+4.41 48.85+1.24 52.98+9.06
A (mean) +2.68 +4.41 +3.38 +2.66 +4.96 +297 +3.51
A (max) +7.92 +12.56 +10.11 +8.23 +9.77 +8.61 +9.53
OpenMatch 53.06+2.72 46.84+0.20 57.044+0.15 55.88+141 60.00£0.92 61.13+0.67 55.66+4.93
w/ WiseOpen-E T 54.38+124 47.68+1.38 5845+1.14 55.72+230 61.84+1.06 59.774+1.34 56.31+4.81
w/ WiseOpen-E1 56.41+098 49.20+2.01 59.57+1.62 57.02+202 62.43+0.67 59.61+1.31 57.37+4.42
w/ WiseOpen-L T  56.22+0.78 49.60+0.88 59.39+0.20 59.62+1.17 62.97+0.61 59.81+1.46 57.93+4.31
w/ WiseOpen-L I  56.01+264 49.54+3.20 59.97+0.14 59.81+191 62.10+1.23 58.89+1.53 57.72+4.56
A (mean) +2.70 +2.16 +2.30 +2.16 +2.33 -1.61 +1.68
A (max) +3.35 +2.76 +2.93 +3.93 +2.97 -1.32 +2.28
IOMatch 63.884+1.76 56.53+2.11 63.104+2.07 64524422 63.714+1.15 63.714+0.53 62.574+3.56
w/ WiseOpen-E |  67.284059 5746+1.65 65.14+1.54 67374038 6287+0.34 62774148 63.81+3.57
w/ WiseOpen-E{ 65.47+167 59.75£0.60 6423+1.03 66.29+321 63.31+:0.64 62.98+1.39 63.67+2.68
w/ WiseOpen-L T  66.16+331 57.07+2.41 66.56+0.84 67.04+240 63.73+1.038 63.414+0.98 63.99+3.96
w/ WiseOpen-L I 64.93+2.04 5793+2.35 64.18+1.56 68.85+0.69 63.65+0.42 62.93+1.09 63.75+3.56
A (mean) +2.08 +1.52 +1.93 +2.86 032 0.69 123
A (max) +3.40 +3.22 +347 +4.33 +0.02 0.30 +1.42
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