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Introduction

(a)  Semi-supervised Learning(SSL)

•  Leverages the ubiquitous unlabeled data to break the limitation of supervised 
learning (SL) caused by the huge human and financial costs in obtaining labeled data

•  Traditional SSL typically makes the assumption that labeled data and unlabeled 
data share the same class space.However, in real applications, the unlabeled training 
dataset may contain the data from classes unseen in the labeled.

(b)  Open-set Semi-supervised Learning(OSSL)

•  Usually apply an OOD detection module in addition to the traditional ID classifier, 
for the purpose of acquiring the capability of differentiating OOD data from ID data.
•  Typically, all open-set (OS) data are involved in these OSSL models’ training, which 
may comprise both friendly data and unfriendly data.
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•  Certain OS data (friendly data) can 
enhance the ID classification accuracy.
•  Excluding certain unfriendly OS data can
further improve the ID classification 
performance, revealing that the selection of 
OS training data is essential for the OSSL 
task.

• Wise Open-set Semi-supervised 
Learning(WiseOpen)
• Two practical and economic 
variants:WiseOpen-Economic 
(WiseOpen-E)/ WiseOpen-Loss 
(WiseOpen-L)
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•  Main contributions



Related Works

(a)  Semi-supervised Learning 
•  MixMatch/FixMatch
•  Jointly employs consistency regularization and pseudo-labeling techniques and 
applies a fixed threshold for selecting high-confident unlabeled data to train the model.
•  Dash/FlexMatch/FreeMatch
•  Further explore how to determine the suitable confidence thresholds according to 
model’s learning status so that better exploit unlabeled data for better performance.

(b)  Open-set Semi-supervised Learning 
•  OpenMatch
•  Adopts one-vs-all classifiers with soft open-set consistency regularization and 
incorporates FixMatch to handle the OSSL tasks.
•  IOMatch
•  Select confident pseudo-ID data while calculating unlabeled inlier loss, and exclude
unlabeled data with low confidence in open-set predictions while calculating open-set 
loss where all unseen classes are regarded as one single class.



Related Works

(c)  Out-of-distribution Detection 
•  Existing OOD detection methods usually acquire abundant labeled data from seen 
classes and some methods even additionally utilize external OOD knowledge in
the training phase. 



Method

: by traditional ID classifier
: by OOD detector
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risk minimization (RM) problem

unknown distribution D

empirical risk minimization (ERM) problem

SGD

ID and OOD data in 

use the gradient variances to measure the distance 
between labeled data and open-set data
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Assumptions
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Wisely leveraging open-set data
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•  Wise Selection Mechanism(WiseOpen)  

gradient variance-based selection mechanism(GV-SM): discard the unfriendly open-
set data with large gradient variance

: estimated expectation of the gradient of the overall objective function L
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•  Wise Selection Mechanism(WiseOpen)  

Obtain t
Top-k : utilizes the k-th largest gradient variance among

Otsu thresholding : adaptively determine       by maximizing the 
variance of               between the selected and discarded open-set 
data clusters

t
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computationally expensive to calculate gradient variance
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•  WiseOpen-E:simply sets an interval      of updating the selecting result of open-
set data.

after m epochs

se
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•  WiseOpen-L:applies a loss-based selection mechanism (L-SM) that selects the 
friendly open-set data with smaller loss values to construct tU

apply function 

L-SM
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•  Pseudo-code  

GV-SM:

L-SM:
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