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Introduction

1) FedSSL:simultaneously exploit both the labeled and unlabeled data to optimize a 
global model in distributed environments

Existing FedSSL schemes rely on the closed-world assumption that all local training 
data and global testing data are from the same set of classes that are included in the 
labeled dataset,which is often invalid for practical scenarios.

2)In contrast, the open-world settings allow novel class discovery.

New question arises: how to collaboratively train models on distributed data to 
enable classification on both seen and unseen classes under the open-world setting?
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More problems:
a) significant performance degradation due to the existence of unseen classes in unlabeled 
data during the training.

b) With multiple participants,some unseen classes in one client may exist in other
clients’ side from a global view, and thus requires a novel fine-grained definition on unseen 
classes as well as the training mechanism for different types of samples/classes.

c) Due to the heterogeneous distributed classes across different clients,simply aggregating the 
parameters following traditional FL mechanism can cause the biased training process for 
clients possessing different unseen classes.

Solution:FedoSSL——achieve unbiased training procedure among different types of 
samples
Design:redefined unseen classes / uncertainty-aware suppressed loss / calibration module
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•  Main contributions



Related Works

Open-set SSL: considers that unseen classes in unlabeled samples only exist in 
training data, while not exist in testing data.
Novel Class Discovery(NCD): aims to classify both seen and unseen classes during 
the testing phase but assumes all unlabeled instances belonging to unseen classes
in training data.



Related Works

Open-world SSL: each test sample should be either classified into one of existing 
classes or a new unseen class in the test time
Existing FedSSL: 1) Labels-at Server     2) Labels-at-Client
a) each client contains both labeled and unlabeled data
b) some clients are fully labeled while some clients only contain unlabeled samples



Method

• Problem Definition

label set:
unlabel set:
traditional (close world) FedSSL:
FedoSSL:

• Inconsistent data distribution on different
clients raises another new problem:some unseen 
classes may exist in more than one client, 
resulting in biased training among different 
unseen classes
• More fine-grained definition on unseen classes:
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Goal of FedSSL: train a generalized global model 
f with parameter θ from multiple decentralized 
clients.

model f 
feature extractor g with parameter ϕ 

a classifier h with parameter w
The dimension of the classifier corresponds to 
the number of classes in each dataset

Two typical forms of unsupervisied loss      :
1) pseudo-labels 
2) consistency regularization
fail to classify seen classes and unseen 
classes
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Based on ORCA and NACH, use pairwise 
objective as unsupervised loss on unlabeled 
data:

two main challenges:
a) locally unseen classes may be learned 
faster than globally unseen classes
existing unsupervised pairwise loss treats 
each class equally → a big bias on pseudo-
label generation

b) both labeled data and unlabeled data are 
required to feed into the same model classifier 
→ generated cluster/class id heterogeneous 
among different clients
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The overall objective consists of three parts:
1) fundamental semi-supervised loss for all data; 
2) an uncertainty-aware regularization loss to reduce the training gap among locally
unseen and globally unseen classes; 
3) a calibration loss to achieve efficient model aggregation
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UNCERTAINTY-AWARE LOSS

CALIBRATION MODULE

corresponding cluster assignments computed by 
matching representations with global centroids
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seen:unseen = 60% : 40%                    select 50% of the seen classes as the label data
CIFAR-10/CINIC-10 = 6 seen classes : 3 local unseen classes : 1 global unseen class
each client = all 6 seen classes, 1 local unseen class , 1 global unseen class
CIFAR-100 = 60 seen classes : 30 local unseen classes : 10 global unseen classes 

Experiments

O:ORCA
N:NACH
Fed-A:FedAvg
Fed-R:FedRep



Experiments

Ablation Study
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• FedoSSL uses Sinkhorn-Knopp based 
clustering algorithm to compute L 
equally-sized local clusters. This operation 
enables a n/L anonymity privacy 
guarantee across all n samples present on 
a client (Lubana et al., 2022).
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