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1) FedSSL:simultaneously exploit both the labeled and unlabeled data to optimize a
global model in distributed environments

Existing FedSSL schemes rely on the closed-world assumption that all local training
data and global testing data are from the same set of classes that are included in the
labeled dataset,which is often invalid for practical scenarios.

2)In contrast, the open-world settings allow novel class discovery.

New question arises: how to collaboratively train models on distributed data to
enable classification on both seen and unseen classes under the open-world setting?
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More problems:
a) significant performance degradation due to the existence of unseen classes in unlabeled
data during the training.

b) With multiple participants,some unseen classes in one client may exist in other
clients’ side from a global view, and thus requires a novel fine-grained definition on unseen
classes as well as the training mechanism for different types of samples/classes.

¢) Due to the heterogeneous distributed classes across different clients,simply aggregating the
parameters following traditional FL mechanism can cause the biased training process for
clients possessing different unseen classes.

Solution:FedoSSL
samples
Design:redefined unseen classes / uncertainty-aware suppressed loss / calibration module

achieve unbiased training procedure among different types of



I Introduction

Main contributions

To the best of our knowledge, we are the first to con-
sider the open-world setting in FedSSL, where unseen
classes exist in the unlabeled data, which is challenging
due to the heterogeneously distributed unseen classes.

We design a brand-new FedoSSL framework, that
can achieve unbiased learning among different types
of classes (i.e., locally unseen and globally unseen
classes) and calibrated knowledge aggregation given
heterogeneous data distributions.

We conduct extensive experiments on three typical
image classification tasks. The empirical evaluation
shows the superior performance of FedoSSL over the
state-of-the-art approaches.
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Federated Open-world Semi-supervised Learning
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Table 1: Comparison between our proposed FedoSSL and other SSL-related methods.

Training Dataset

Testing Dataset

Method Seen classes  Unseen classes  Seen classes Unseen classes FL Environment?
SSL. Present Not Present Classify - - 4
Open-set SSL Present Present Classify Detect & Reject - 3
Novel Class Discovery Present Present - Discover & Cluster %
Open-world SSL Present Present Classify Discover & Cluster X
FedSSL Present Not Present Classify - v
FedoSSL Present Present Classify Discover & Cluster v

Open-set SSL: considers that unseen classes 1n unlabeled samples only exist in

training data, while not exist in testing data.

Novel Class Discovery(NCD): aims to classify both seen and unseen classes during
the testing phase but assumes all unlabeled instances belonging to unseen classes

in training data.
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Table 1: Comparison between our proposed FedoSSL and other SSL-related methods.

Training Dataset

Testing Dataset

Method Seen classes  Unseen classes  Seen classes Unseen classes FL Environment?
SSL. Present Not Present Classify - - 4
Open-set SSL Present Present Classify Detect & Reject - 3
Novel Class Discovery Present Present - Discover & Cluster %
Open-world SSL Present Present Classify Discover & Cluster X
FedSSL Present Not Present Classify - v
FedoSSL Present Present Classify Discover & Cluster v

Open-world SSL: each test sample should be either classified into one of existing

classes or a new unseen class 1n the test time

Existing FedSSL: 1) Labels-at Server

2) Labels-at-Client
a) each client contains both labeled and unlabeled data

b) some clients are fully labeled while some clients only contain unlabeled samples
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* Problem Definition e Inconsistent data distribution on different
] K clients raises another new problem:some unseen
label set: D" = {D;}i, classes may exist in more than one client,
unlabel set: D“ = {D¥*}:, resulting in biased training among different

traditional (close world) FedSSL; ¢! = v unseen classes »
FedoSSL: C' % Cv e More fine-grained definition on unseen classes:
cdo ) Definition 1 (locally unseen & globally unseen class). In
CSE_EH = CE i S FedoSSL, the unseen classes C; ynseern, On client ¢ can be

C — CU \ C divided into two [ypes: locally unseen classes C; ;,,, in which
unseen seemn Citu = Ci unseen N <+ * N CK unseen; and globally unseen

classes C oo iR Whieh 5. = Ciiunseen: § Citu-
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Figure 1: Framework of the proposed FedoSSL algorithm. Pipeline: @ Local Training: Each client first performs local
training on its private dataset for several epochs (i.e., via optimizing loss function in Eq. (1)), and then computes local
centroids via a Sinkhorn-Knopp based clustering algorithm (Genevay et al., 2019). @ Upload model parameters and local
centroids to the server. @ The server performs standard model aggregation. @ The server performs centroids aggregation by
again using Sinkhorn-Knopp clustering to obtain global centroids. ® The global model and global centroids are returned to
the clients, who use them for local training.
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Two typical forms of unsupervisied loss L}':

Goal of FedSSL: train a generalized global model 1) pseudo-labels

f with param

eter 0 from multiple decentralized 2) consistency regularization

clients. - : fail to classify seen classes and unseen
ming £(0) = Y i, % L;(6).
i=1 n classes
R = né 1
- feature extractor g with parameter ¢ RN — R¢ to learn a low-dimensional feature z
model f 4

The dimension of the classifier corresponds to

- a classifier # with parameter w = R?¢ — RICscenUCunscen| the number of classes in each dataset
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two main challenges:

a) locally unseen classes may be learned
faster than globally unseen classes

existing unsupervised pairwise loss treats
each class equally — a big bias on pseudo-

label generation
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Based on ORCA and NACH, use pairwise
objective as unsupervised loss on unlabeled
data:

1
L= mi Z Hip(w" - z),p(w’ - Z))

b) both labeled data and unlabeled data are
required to feed into the same model classifier
— generated cluster/class 1d heterogeneous
among different clients
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The overall objective consists of three parts:
1) fundamental semi-supervised loss for all data;
2) an uncertainty-aware regularization loss to reduce the training gap among locally

unseen and globally unseen classes;
3) a calibration loss to achieve efficient model aggregation

L:=L;+BR; +9L™
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Figure 2: Illustration of label heterogeneity in FedoSSL. In
a 10-class classification example, classes {0, 1, 2, 3} are
seen classes, while classes {4, 5, 6} are unseen classes. Due
to the feature-level pair-wise unsupervised loss (i.e., L") on
unlabeled data, same unseen class would be classified with
different label id on different clients, e.g., unseen class 4
would be classified into the sixth position of the client 0’s
classifier, while in client 7 class 4 would be classified into
the eighth position of the classifier.
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Algorithm 1 FedoSSL Algorithm

Input: Number of clients K, learning rate ), local epochs
E, labeled data {D!,D},..., DL}, unlabeled data
Do b DY. }, hyperparameter «, 3,7y

’ b

Output: Final model ¢

1: Initialize the model parameter ¢
2: repeat

3:  Sample a set of clients S.

4:  for eachclient: € § in parallel do

5: for ) =1to E do

6: Update local model: 6; <— 6; — nVgL3(6;)
% end for

8: Calculate local centroids m;

9:  end for
10:  Update global model: 0 + E:T:_m_n D ics b

11:  Update global centroids m
12:  Distribute ¢ and m to all clients
13: until Model converges
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Table 2: Classification accuracy of compared methods on seen, unseen and all classes with 10 clients over three benchmark
datasets. Asterisk () in *SemiFL denotes that the original methods cannot classify unseen classes (and we had to extend
it). On unseen classes, LU. denotes locally unseen classes, while GU. denotes globally unseen classes. AU. represents the
overall accuracy of all unseen classes. Gray rows indicate the upper bound of the model performance of FedoSSL.

CIFAR-10 (%)

CIFAR-100 (%)

CINIC-10 (%)

#Method All  Seen Unseen | Al Seen Unseen | dii Been Unseen
LU. GU. AU. | LU GU. AU LU. GU. AU.
Cen-O 7826 86.63 - - 71955692 73.68 - - 4428 6932 83.18 - - 5886
Cen-N  81.02 8947 - _ 7464 | 5898 75.10 - . 4682 7189 8382 - - 62.89
LocallO 6598 79.57 - - 4560 |43.10 5433 - - 2625|5533 6523 - - 4048
LocalN 67.67 8395 - - 4326|4528 5724 - - 2734|5731 6570 - - 4473
0:0ORCA Fed-AO  69.46 81.01 89.38 42.03 52.15|4791 59.67 38.07 29.12 3026 | 54.85 6322 7131 37.88 42.29
. Fed-RO 7172 8222 89.84 5343 5596|4772 59.79 44.13 28.86 29.62 | 57.16 62.26 7224 42.09 49.50
N:NACH Fed-AN  66.58 84.18 78.76 37.58 40.15|47.25 5824 42.11 30.44 30.77 | 53.49 63.61 66.78 36.06 38.32
Fed-A:FedAvg Fed-RN  68.83 85.52 79.84 4179 4381 | 4802 594 48.77 3036 30.96|58.11 6597 68.81 39.01 46.33
Fed-R:FedRep SemiFL 6491 81.57 86.33 31.16 3992|4228 54.94 31.68 21.46 2329|5227 62.72 6453 37.21 37.34
FedoSSL 76.26 8429 90.68 59.69 64.22 |51.58 61.12 4576 33.82 31.13|63.82 68.40 79.79 47.78 56.96

seen:unseen = 60% : 40%
CIFAR-10/CINIC-10 = 6 seen classes : 3 local unseen classes : 1 global unseen class
each client = all 6 seen classes, 1 local unseen class , 1 global unseen class
CIFAR-100 = 60 seen classes : 30 local unseen classes : 10 global unseen classes

select 50% of the seen classes as the label data
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Ablation Study

Table 3: Analysis of Loss function: classification accuracy

on CIFAR-10 (the number of clients: 10).

on CINIC-10 (the number of clients: 10).
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Table 4: Analysis of Loss function: classification accuracy

METHOD SEEN UNSEEN ALL METHOD SEEN UNSEEN ALL
FED-AO 81.01 52.15 69.46 FED-AO 63.22 42.29 54.85
FEDOSSL-R;-L;® 83.53 52.24 71.01 FEDOSSL-R;-L;" 69.10 40.31 57.98
FEDOSSL-R; 83.13 62.98 75.07 FEDOSSL-R; 67.59 47.73 59.65
FEDOSSL 84.29 64.22 76.26 FEDOSSL 68.40 56.69 63.82

LY=L+ BR; L
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Figure 3: Visualization of the predicted clustering assignments in different training stages.
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Table 5: Classification accuracy of compared methods on seen, unseen and all classes with 50 clients over three benchmark

datasets.
CIFAR-10 (%) CIFAR-100 (%) CINIC-10 (%)
#Method  All Seen  Unseen | All Seen Unseen | All  Seen Unseen
Fed-AO 70.22 83.34 50.54 45.63 56.25 29.69 53.81 60.49 43.80
Fed-RO 71.36 84.31 51.93 45.18 56.78 27.79 57.26 61.70 50.61
Fed-AN 69.80 8536  46.68 45.22 56.30 28.59 5342 63.62 38.13
Fed-RN 71.49 86.28 49 .30 45.57 56.79 28713 57.81 65.29 46.60
FedoSSL 76.41 85.71 62.46 ‘ 47.01 58.34 30.17 ‘ 64.02 69.56 55.71
ol Table 6: Sensitivity to number of local clusters on CIFAR-
. —— 10. The number of global centroids is 10.
= 80, SR —s#— FedoSSL ALL
Z o=~ —%— FedoSSL Seen
= 70 = FedoSSL Unseen L All  Seen Uhgeen
360 WLt == Fed-RO ALL LTI, GU. AU.
< —#~  Fed-RO Seen
50 winogn § 7428 8426 8890 5409 59.29
16 7576 84.17 89.28 5836 63.15
0.4 0.6 0.8

Ratio of seen class

Figure 4: Performance of Fed-RO and FedoSSL with differ-
ent numbers of seen classes on CIFAR-10.

32 76.26 8429 90.68 59.69 64.22
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Table 7: Accuracy obtained using different privacy-
guarnteed version of FedoSSL on CIFAR-10. ‘No Privacy’
represents the idealized setting when local representations

are shared with the server. The number of global centroids
is 10.

Unseen
L1, GU. Al

No Privacy 77.19 8595 8976 58.77 64.05
K-anonymity 76.26 84.29 90.68 59.69 64.22

All Seen
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e FedoSSL uses Sinkhorn-Knopp based
clustering algorithm to compute L
equally-sized local clusters. This operation
enables a n/LL anonymity privacy

guarantee across all n samples present on
a client (Lubana et al., 2022).



I Experiments

70
365
560
g 55
b

50

Figure 5: Classification accuracy on different setting of 3

= N
/\1

~ e ALL
il SeEn

Unseen

0.5 1 2

(a) B

(a) and 7y (b).

Accuracy(%)

Lh o)
un

= L T |
= L O

LA
=

M
— —
— gl ALL
sl SEEn
Unseen
0.1 0.5 1.0
(b) ~

L;=L;+BR; + ’}’f-}?ﬂt

NANJING UNIVERSITY OF AFHUNALITT S

Oy a 5 5
2 s |
27 A 18 E
. SAPLE

%7 T §

o m\;\\ AN ASTHUINALIT S



Gl

b

o, T-" iy ‘Ij" 3 ]

Ay @Rk

D ol SR NI s ol
Uk

RSITY AL AN

Thanks




