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Background

① First, we should explore supervisory signals without labels to improve performance in the current 
target domain, where widespread noisy pseudo labels are a crucial factor affecting performance. 

② Then, the adaptation process means moving the initial source parameterization to a parameterization 
that better models the current target distribution, which carries the risk that predictions on the source 
distribution become inaccurate, causing catastrophic forgetting.

③ Finally, an excessive affinity for the existing domain will cause generalization to be lost for future 
domains when the current target distribution is narrow, especially under noisy pseudo labels.



Motivation

Existing continual test-time adaptation implementations may face a game between discrimination in the 
current domain and generalization in future domains. Meanwhile, the absence of label signals makes the 
model performance worse when facing domain shifts. 

Thus, one research question is how to construct a novel pipeline that ensures generalization and 
improves discrimination, and the other is how to capture knowledge from the source pre-trained model.
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1、High-quality Supervision Generator

global threshold

local threshold
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2、Calibration with Source Knowledge

we attempt to distill knowledge from the source pre-trained model to calibrate the unreliable signals.

1、校准预测：通过比较当前样本与相似样本的预测结果，
可以校准当前样本的伪标签。这个过程有助于捕捉多样化
的监督信号，从而提高模型在新领域的泛化能力。

2、捕获多样化监督信号：通过校准伪标签，模型可以更
好地适应新数据的分布，捕获更丰富的监督信息。这有助
于模型在面对新领域的数据时，减少过拟合的风险，提高
其预测的准确性和鲁棒性。

3、相似性矩阵：通过建立相似性矩阵，可以衡量批次中
样本之间的相似度。这有助于识别哪些样本是相似的，哪
些是不相似的，从而为不可靠的样本找到可靠的邻居样本，
用于计算伪标签。
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3、Diversity with Prior Distribution

The output results of the network may become biased or collapse to a trivial solution after a narrow distribution during test time
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4、Soft-weighted Parameter Alignment
we construct a soft parameter alignment function and incorporate it into 
the loss function to optimize the network. This ensures that the network 
parameters are highly correlated with those of the source pre-trained 
model during loss optimization, rather than being overwritten afterward
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