
Towards Calibrated Multi-label Deep Neural Networks

CVPR 2024



Introduction

A classifier is calibrated if it predicts a posterior class probability of p when the selection of the class is correct p ×100% of the 

time. The importance of calibration has been noted for many applications. For example, in medical diagnosis, probabilities can 

be used to determine which examples require human inspection, thus avoiding the cost of manually inspecting all images. 

However, the process can only be trusted if the DNN provides accurate posterior estimates.

Calibration:

A high-accuracy model may not be well-calibrated



Introduction

Multi-label DNNs can be trained with class probability estimation (CPE) losses that encourage probability calibration, such as 

the binary cross-entropy (BCE) loss. However, the multi-label setting is highly imbalanced, due to the sparseness of positives, 

as most tags are absent from any given image. In result, asymmetric losses such as such as the focal loss of or the asymmetric 

(ASY) loss of tend to produce much higher labeling accuracy than the BCE.

Our preliminary studies reveal that multi-label DNNs trained with existing losses tend to produce poorly-calibrated probabilities. 

This is illustrated by the calibration curves in Figure 1, where the calibration of the focal and ASY losses are drastically far from 

perfect. We argue that these popular multi-label losses are poorly suited for class-probability estimation because they are not 

strictly proper. This is a property that denotes the family of losses uniquely minimized by the true posterior probability.
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Label Pair Regularizer

A strictly proper CPE loss only guarantees perfect label-probability estimates for asymptotically large 

datasets. In practice, for finite datasets, empirical risk minimization does not guarantee the recovery 

of true risk minimizer. In this case, probability calibration can usually be improved by adding 

regularization terms to the loss function. In this work, we propose a regularizer specifically designed 

for multi-label learning.
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Label Pair Regularizer
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Multi-label Image Retrieval

A natural score for image ranking is then the posterior probability
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