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Background

Anomaly detection (AD) aims to detect and locate abnormal patterns of objects:

• it challenging to collect enough abnormal samples for all anomaly types in situations.

• ever-changing product design and production processes, it is impossible to collect all anomalies in advance.

unsupervised anomaly detection (UAD) has drawn much attention with only normal samples required.



Related works

Embedding-based methods: extract feature of images to evaluate abnormal.

1. Knowledge distillation-based methods: train student network with normal samples, features from the pre-

trained teacher network are compared with features from the student network to detect and locate anomalies.

2. PaDiM builds multivariate Gaussian distributions for patch features of normal samples and uses Mahalanobis

distance as the anomaly score.

3. PatchCore proposes a memory bank to save features of normal images, which are compared with feature 

maps of test images to distinguish the difference between normal and abnormal features.

Reconstruction-based methods: detected and located via the comparison between the given sample and its 

normal counterpart. 

Based on the hypothesis that models trained on normal samples only can reconstruct normal images well. 

Anomalies can be detected by comparing the samples before and after reconstruction.

AE(early), GAN, transformer, UNet architecture



Motivation

Diffusion models have prominent modeling ability. 

During the training process , the diffusion model captures the 

distribution of normal samples only.

The same denoising step:

• Different anomalies is uneven. 

• Less preserved details of the original

The anomaly noise inevitably deviates from the standard 

Gaussian distribution.
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Method

Inference:

Adaptive Denoising Step (ADS) : achieves a better trade-off between reconstruction quality and detail preservation ability.

Spatial-Adaptive Feature Fusion (SAFF): avoid reconstruction of normal regions.

Training:

Anomaly-oriented Training Paradigm (ATP): allow diffusion model to predict non-Gaussian noise at abnormal regions.



Method / Preliminary

Diffusion Process

Intermediate Result

Generation Process

ideally

we make our efforts to reduce the errors for a better 

reconstruction quality.



Method / Adaptive Denoising Steps (ADS)

the anomalies will be preserved to some extent

add T noises generate

add t noises

(t + n) step of denoising, 

normal regions are best preserved; 

the anomalies can be reconstructed



Method / Spatial-Adaptive Feature Fusion (SAFF)

the whole image is sub-optimal

we need only to set a larger step for the abnormal regions.

mask m, which means the possibility for the pixels to be part 

of the anomalies



Method / Anomaly-oriented Training Paradigm (ATP)

MemSeg [29] to synthesize abnormal samples with normal ones, which enables the 

training to proceed in an unsupervised manner



Method / Anomaly Scoring and Map Construction

pre-trained model: DINO

features of reconstructed images

features of test images

Anomaly score: the whole image is the average of the top K maximum values of M .



Experiment

We use the pre-trained latent diffusion model (LDM) [21] and fine-turn the 

UNet to adapt data for reconstruction.

DINO [5] with ViT-B/8 architectures is utilized as a feature extraction model



Experiment
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Experiment

other methods usually fail to reconstruct large-

scale anomalies into normal regions



Experiment / Ablation Study

Adaptive Denoising Step (ADS) 

Anomaly-oriented Training Paradigm (ATP)

Spatial-Adaptive Feature Fusion (SAFF)

Compare to fix steps

ADS: ensures anomaly-free 

reconstruction and preserves as much 

information as possible about normal 

regions.
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