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Background

IAD (Industrial Anomaly Detection) task: aims to detect

and localize anomalies in industrial product images. Due 

to the rarity and unpredictability of real-world samples, 

models are required to be trained only on normal samples 

and distinguish anomalous samples that deviate from 

normal samples.



Related works

Existing IAD methods:

Reconstruction-based aim to reconstruct anomalous samples to their corresponding normal counterparts 

and detect anomalies by calculating the reconstruction error (network architectures rang from 

autoencoder and GAN to Transformer and diffusion model).

Feature embedding-based modeling the feature embeddings of normal samples. 

1. Approaches such as PatchSVDD aim to find a hypersphere that tightly encapsulates normal samples. 

2. PyramidFlow use normalizing flows to project normal samples onto a Gaussian distribution.

3. CFA establish a memory bank of patch embeddings from normal samples and detect anomalies by 

measuring the distance between a test sample embedding and its nearest normal embedding.

one-class-one-model: impractical for novel object categories and less suitable for dynamic production 

environments.



Motivation

Data scarcity: 

Methods like LLaVA and PandaGPT are pre-trained on 160k images with corresponding 

multi-turn dialogues. IAD datasets contain only a few thousand samples, rendering direct fine-

tuning easy to overfitting and catastrophic forgetting.

Solution: using prompt embeddings to fine-tune the LVLM instead of parameter fine-tuning.

Fine-grained semantic:

The limitation of the LLM’s weaker discernment of fine-grained semantic.

Solution: We propose a lightweight, visual-textual feature-matching-based decoder to generate 

pixel-level anomaly localization results.
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Method/Decoder and Prompt Learner

To leverage fine-grained semantic from 

images and maintain semantic consistency 

between LLM and decoder outputs, we 

introduce a prompt learner that transforms 

the localization result into prompt 

embeddings.



Method/Decoder and Prompt Learner

The descriptive content about the image furnishes the 

LVLM with foundational knowledge of the input image, 

aiding in the model’s better comprehension of the image 

contents.

However, during practical applications, users may opt to 

omit this descriptive input, and the model is still capable of 

performing IAD task based solely on the provided image 

input

Yes, there is an anomaly in the image, at the bottom left of the image. 

or No, there are no anomalies in the image.



Method/loss function

The disparity between the text sequence generated by the model and the 

target text sequence (where n is the number of tokens).

In IAD task, where most regions in anomaly images are still normal, 

employing focal loss can mitigate the problem of class imbalance (where n 

= H × W represents the total number of pixels, yi is the output of decoder 

and yˆi is the ground truth value). 



Experiment

Datasets:

MVTec-AD comprises 3629 training images and 1725 testing images across 15 different categories.

VisA contains 9621 normal images and 1200 anomalous images across 12 categories.

Consistent with previous IAD methods, we only use the normal data from these datasets for training.

Anomaly Simulation
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