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IAD (Industrial Anomaly Detection) task: aims to detect
and localize anomalies in industrial product images. Due
to the rarity and unpredictability of real-world samples,
models are required to be trained only on normal samples
and distinguish anomalous samples that deviate from
normal samples.
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Figure 1: Comparison between our AnomalyGPT, existing
IAD methods and existing LVLMs. Existing IAD methods
can only provide anomaly scores and need manually thresh-
old setting, while existing LVLLMs cannot detect anomalies
in the image. AnomalyGPT can not only provide informa-
tion about the image but also indicate the presence and loca-
tion of anomaly.
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Related works

Existing IAD methods:

Reconstruction-based aim to reconstruct anomalous samples to their corresponding normal counterparts
and detect anomalies by calculating the reconstruction error (network architectures rang from
autoencoder and GAN to Transformer and diffusion model).

Feature embedding-based modeling the feature embeddings of normal samples.

1. Approaches such as PatchSVDD aim to find a hypersphere that tightly encapsulates normal samples.

2. PyramidFlow use normalizing flows to project normal samples onto a Gaussian distribution.

3. CFAestablish a memory bank of patch embeddings from normal samples and detect anomalies by
measuring the distance between a test sample embedding and its nearest normal embedding.

one-class-one-model: impractical for novel object categories and less suitable for dynamic production
environments.
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Motivation

Data scarcity:

Methods like LLaVA and PandaGPT are pre-trained on 160k images with corresponding
multi-turn dialogues. IAD datasets contain only a few thousand samples, rendering direct fine-
tuning easy to overfitting and catastrophic forgetting.

Solution: using prompt embeddings to fine-tune the LVLM instead of parameter fine-tuning.
Fine-grained semantic:
The limitation of the LLM’s weaker discernment of fine-grained semantic.

Solution: We propose a lightweight, visual-textual feature-matching-based decoder to generate
pixel-level anomaly localization results.
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LA photo of a normal bottle.
! A photo of an abnormal capsule.
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To leverage fine-grained semantic from
images and maintain semantic consistency
between LLM and decoder outputs, we
introduce a prompt learner that transforms
the localization result into prompt
embeddings.
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### Human: <Img> F;y,, </Img> E,.ompt [Image Description] Is there any anomaly in the image ? ### Assistant:

The descriptive content about the image furnishes the
LVVLM with foundational knowledge of the input image,
aiding in the model’s better comprehension of the image
contents.

However, during practical applications, users may opt to
omit this descriptive input, and the model is still capable of
performing IAD task based solely on the provided image
input

Yes, there is an anomaly in the image, at the bottom left of the image.
or No, there are no anomalies in the image.

Class Image description
This is a photo of a bottle for anomaly detection, which should be round and without any
Bottle
damage, flaw, defect, scratch, hole or broken part.
This is a photo of three cables for anomaly detection, they are green, blue and grey, which cannot
Cable . .
be missed or swapped and should be without any damage, flaw, defect, scratch, hole or broken part.
C 1 This is a photo of a capsule for anomaly detection, which should be black and orange,
apsule with print *500" and without any damage, flaw, defect, scratch, hole or broken part.
Caret This is a photo of carpet for anomaly detection, which should be without any
arpe damage, flaw, defect, scratch, hole or broken part.
Grid This is a photo of grid for anomaly detection, which should be without any
n damage, flaw, defect, scratch, hole or broken part.
Hazelnut This is a photo of a hazelnut for anomaly detection, which should be without any
azelnu damage, flaw, defect, scratch, hole or broken part.
Leath This is a photo of leather for anomaly detection, which should be brown with patterns and
cather without any damage, flaw, defect, scratch, hole or broken part.
Metal nut This is a photo of a metal nut for anomaly detection, which should be without any
clainu damage, flaw, defect, scratch, hole or broken part, and shouldn’t be fliped.
pill This is a photo of a pill for anomaly detection, which should be white, with print ‘FF’
! and red patterns and without any damage, flaw, defect, scratch, hole or broken part.
S This is a photo of a screw for anomaly detection, whose tail should be sharp,
crew and without any damage, flaw, defect, scratch, hole or broken part.
Tile This is a photo of tile for anomaly detection, which should be without any
damage, flaw, defect, scratch, hole or broken part.
This is a photo of a toothbrush for anomaly detection, which should be without any
Toothbrush
damage, flaw, defect, scratch, hole or broken part.
. This is a photo of a transistor for anomaly detection, which should be without any
Transistor

damage, flaw, defect, scratch, hole or broken part.
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The disparity between the text sequence generated by the model and the
target text sequence (where n is the number of tokens).

Lee = — Y vilog(pi). 3)
=1

In IAD task, where most regions in anomaly images are still normal,
employing focal loss can mitigate the problem of class imbalance (where n
= H x W represents the total number of pixels, yi is the output of decoder
and y 7 is the ground truth value).

1 n
Lfocat = == (1 —pi)log(py), (4)
1=1
2?21 yégi (5)

Ld' — ~9 3
e Z?:l yiz + Z?:l %2

L= aLce + 6Lfoca£ + ‘5Ldicea (6)
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Experiment

Datasets:
MV Tec-AD comprises 3629 training images and 1725 testing images across 15 different categories.
VisA contains 9621 normal images and 1200 anomalous images across 12 categories.

Consistent with previous IAD methods, we only use the normal data from these datasets for training.

Cut-paste -

Anomaly Simulation Poisson (D

Figure 3: Illustration of the comparison between cut-paste
and poisson image editing. The results of cut-paste exhibit
evident discontinuities and the results of poisson image edit-
ing are more natural.
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MVTec-AD VisA
Setup Method

Image-AUC Pixel-AUC  Accuracy Image-AUC Pixel-AUC  Accuracy

SPADE 81.0£20 912404 - 795+40 956+04 -

PaDiM 766 £3.1 89.3+09 - 62.8+54 89.9+0.8 -

1-shot PatchCore 834+30 920+1.0 - 799+29 954406 -

WinCLIP 931+20 952405 - 83.8+40 964104 -
AnomalyGPT (ours) 94.1+1.1 953+01 861+11 874+08 962+0.1 774+£1.0

SPADE 829+26 92.0+03 - 80.7£50 962104 -

PaDiM 789£3.1 913+07 - 674+51 92007 -

2-shot PatchCore 863+£33 933106 - 8l.6£40 96.1+05 -

WinCLIP 944+13 96.0+0.3 - 846+24 96.8+0.3 -
AnomalyGPT (ours) 955+08 956+02 848+08 88.6+0.7 964+01 775+03

SPADE 848+25 927403 - 81.7+34 96.6+03 -

PaDiM 804+25 926407 - 72.8+29 932405 -

4-shot PatchCore 888+26 943405 - 853+£21 96.8+03 -

WinCLIP 952+£13 962403 - 87.3£18 972102 -
AnomalyGPT (ours) 963+03 962+01 850+03 90.6+0.7 96.7+0.1 77.7+04

Table 2: Few-shot IAD results on MVTec-AD and VisA datasets. Results are listed as the average of 5 runs and the best-
performing method is in bold. The results for SPADE, PaDiM, PatchCore and WinCLIP are reported from (Jeong et al. 2023).

Method Image-AUC  Pixel-AUC  Accuracy
PaDiM (Unified) 84.2 89.5 -
JNLD (Unified) 91.3 88.6 -
UniAD 96.5 96.8 -
AnomalyGPT (ours) 974 93.1 93.3

Table 3: Unsupervised anomaly detection results on MV Tec-
AD dataset. The best-performing method is in bold and the
results for PaDiM and JNLD are reported from (Zhao 2023).
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Experiment

Decoder  Prompt learner LLM  LoRA MVTec-AD (unsupervised) VisA (1-shot)
Image-AUC  Pixel-AUC  Accuracy Image-AUC Pixel-AUC  Accuracy

v - - 72.2 - - 56.5

v v - - 73.4 - - 56.6

v v - - 79.8 - - 63.4

v v 97.1 90.9 72.2 85.8 96.2 56.5

v v v 97.1 90.9 84.2 85.8 96.2 64.7

v v v v 96.0 88.1 83.9 85.8 96.5 72.7

v 97.1 90.9 90.3 85.8 96.2 75.4

v v v 97.4 93.1 93.3 87.4 96.2 774

Table 4: Results of ablation studies. The v in “Decoder” and “Prompt learner” columns indicate module inclusion. The v* in
“LLM” column denotes whether use LLM for inference and the v* in “LoRA” column denotes whether use LoRA to fine-tune
LLM. In settings without LLLM, the maximum anomaly score from normal samples is used as the classification threshold. In
settings without decoder, due to the sole textual output from the LLM, we cannot compute image-level and pixel-level AUC.
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[s there any anomaly in the image? S 2

Yes, there is an anomaly in the
" image, at the bottom of the image.

User input

What's this in the image? S E
i In the image, there i1s a white pill or
medication on a black surface.

Model output

Figure 5: Qualitative example of AnomalyGPT in the un-
supervised setting. AnomalyGPT is capable of detecting
anomaly, pinpointing its location, providing pixel-level lo-
calization results and answering questions about the image.

Is there any anomaly in the image? Sg
Yes, there is an anomaly in the
" image, at the top of the image.

Normal input

What is the material in the picture? E E
The material in the picture is leather.

Query input

Tell me something about the leather in the image. Sg

The leather in the image is described as brown
and rough, which suggests that it is made from
Model output a high-quality, durable leather material.

Figure 6: Qualitative example of AnomalyGPT in the one-
normal-shot setting. The localization performance is slightly
lower compared to the unsupervised setting due to the ab-
sence of parameter training.



IS ST B O

NANJING UNIVERSITY OF AERONAUTICS AND ASTRONAUTICS

Thank you



