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Introduction

• Broadly three lines of FSSL methods
1) The first two lines consider that there are only limited labeled data in the central server or each 
client has partially labeled data.
2) The third line assumes that few clients have fully labeled data and the training datasets in other 
clients are fully unlabeled.(mainly focuses on)

•Main difficulties to train a third line FSSL model
1) There are no labeled data in unlabeled clients. Thus, the training can be easily biased without label 
guidance.
2) Due to Non-IID data, inaccurate supervisory signals may be generated in unlabeled clients via 
employing the model trained in labeled clients by either pseudo labeling or consistency regularization 
framework.
3) Due to the catastrophic forgetting problems in CNNs, with the training process of unlabeled clients 
going on, models may forget the knowledge learned on labeled clients and so decrease the prediction 
accuracy drastically.



Introduction

• CBAFed——Concretely, we present Class Balanced Adaptive Pseudo Labeling, 
namely CBAFed, by rethinking standard pseudolabeling methods in SSL.
• To handle the catastrophic forgetting problem, we propose a fixed pseudo labeling strategy, which 
builds a fixed set by letting pass informative unlabeled data and their pseudo labels at the beginning of 
the unlabeled client training.
• Due to the Non-IID and heterogeneous data partition problems in FL, training distribution of
unlabeled data can be highly imbalanced, so existing thresholds are not suitable in FSSL. We design 
class balanced adaptive thresholds via considering the empirical distribution of all training data in 
local clients at the previous communication round.
• To enhance the learning ability and discover unlabeled data from tail classes, we propose to leverage 
information from so-called “not informative” unlabeled data.
• We introduce a residual weight connection method, to improve the robustness of the models in labeled 
clients and the central server, which skip connects weights from previous epoch or communication 
round to finally reach better optimum.



Related Works

• FL
• Vision Transformers(ViT) :self-attention-based architectures are more robust to distribution shifts 
and can converge tobetter optimum over heterogeneous data

• SSL
•Only consider pre-defined fixed threshold for pseudo labeling.
•While these methods perform well in centralized SSL, they all update pseudo labels after every 
batch’s update of the model, which is not suitable in FSSL as shown in later section.

• FSSL
• Fed-Consist and FedIRM: do not consider data heterogeneity in federated learning
• RSCFed: perform random sub-sampling to reach consensus over clients.
It uses standard consistency regularization for unlabeled data, which still suffers from the Non-IID 
setting.



Method
Step 1) Warm up stage: train fully supervised models on only labeled clients using residual 
weight connection in a normal federated learning manner.



Method
Step 2) The central server computes the empirical class distribution and obtains the class 
balanced adaptive thresholds, then passes them to local clients.
Step 3) All local clients update local models, adaptive threshold and class distribution.
Labeled clients: train local models on all the data using proposed residual weight connection.
Unlabeled clients: acquire the fixed training set by the threshold and the tail class datasets, and 
train local models on the newly obtained training dataset.



Method

Step 4) The central server aggregates a new model with residual weight connection, computes 
the class distribution, and obtains the class balanced adaptive threshold. Then, the central 
server passes them to local clients.
Step 5) Repeat step (3)-(4) until the specified number of communication round is reached.
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• Residual Weight Connection
In ResNet, there is a skip connection between every layer.
There is a skip connection of model’s parameters between training epochs (or communication rounds).

Averaging model weights over training steps tends to produce a more accurate model than using the 
final weights directly.

• Pseudo Labeling Methods
warm up:                                                                         fixed pseudo labeling:

pseudo labeling
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• Class Balanced Adaptive Threshold for Pseudo Labeling（CBAPL）
Setting a fixed threshold usually makes the model fail to consider different learning status and learning 
difficulties of different classes.
• Curriculum Pseudo Labeling

Due to the Non-IID partition, the labeled data are not balanced, so purely using the number of selected 
unlabeled data to design threshold is improper.                
            Introduce many noisy labels into training
• CBAPL
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• Class Balanced Adaptive Threshold for Pseudo Labeling（CBAPL）
empirical distribution                          upper bound of threshold

standard deviation                               fixed pseudo label training dataset

threshold of class c
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• Discovery of Unlabeled Data from Tail Classes
Forwarm up stage in labeled clients, it is similar to long-tailed classification, so the problems in long-
tailed classification will also exist in our pseudo labeling process : models tend to classify tail (rare) 
classes as head (common) classes

mask function

analyze the second largest confidence score

misclassfied data
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• Aggregation of local models



Experiments

local training epoch ： 11 (labeled client) / 1 (unlabeled client)
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