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When Noisy Labels Meet Long Tail Dilemmas:

A Representation Calibration Method



Introduction

Learning with noisy labels:

1. memorization effect. E.g. Co-teaching 

2. the noise transition matrix.

Learning with long-tailed data:

1. re-sampling and re-weighting techniques.

Learning with noisy label on long-tailed data:

1. distinguish mislabeled data from the data of tail classes for 

follow-up procedures. E.g. RoLT

2. reduce the side-effects of mislabeled data and long-tailed data 

in a unified way, relying on strong assumptions. E.g. HAR-DRW



Introduction

Step1: contrastive learning to achieve representations for all 

training instances.

Step2: two representation calibration strategies are performed: 

distributional and individual representation calibrations.



Method/Enhancing Representations Through Contrastive Learning



Method/ Distributional Representation Calibration

Purpose: recover representation distributions.

Assumption: multivariate Gaussian distribution.

Step1: given the learned representations z.

Step2: employ LOF and remove outliers.

Step3: estimate the multivariate Gaussian 

distribution



Method/Distributional Representation Calibration

Problem: the data of tail classes may not be enough to estimate.

Motivation:’ Free Lunch for Few-shot Learning: Distribution Calibration’

(similar classes having similar means and covariance on representations)



Method/Individual Representation Calibration

Purpose: restrict the distance.



Method



Experiments/Simulated noisy and class-imbalanced datasets.

Methods for long-tailed data

Methods for noisy labels

Methods for both



Experiments/Results on Real-world Noisy and Imbalanced Datasets

combine semi-supervised learning



Experiments/Ablation Study



Experiments/Ablation Study



Experiments/Ablation Study

2021



Thank you
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