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ProMix: Combating Label Noise via Maximizing Clean Sample Utility



Related Work

1. Learning with Noisy Labels:

The vanilla CE is proved to easily overfit corrupted data. Existing methods can be roughly categorized 

into two types: 

• the estimated noise transition matrix to explicitly correct the loss function, but hard in the presence 

of heavy noise and a large number of classes.

• filter out a clean subset for robust training, e.g. DivideMix(to leverage the unselected examples): 

existing a quality-quantity trade-off.

Motivation: our work targets to maximize the utility of clean samples.

2. Debiased Learning:

In long-tailed learning, models can be easily biased towards dominant classes. As for SSL, confirmation 

bias(unreliable pseudo-labels) may hurt generalization performance.

Motivation: we attempt to alleviate the biases in our selection and pseudo-labeling procedures.



Method



Method/Class-wise Small-loss Selection (CSS)

Motivation: 

• In the training, the easy classes are usually fitted.

• The loss value of example with different observed labels may not be 

comparable.

Datasets D to C sets according to the noisy labels at each epoch:

Produce a roughly balanced base set:



Method/Matched High Confidence Selection (MHCS)

Motivation: 

Find out the potentially clean samples missed by CSS

Inspiration: 

the DNNs can assign an arbitrary label with high confidence and select them as 

clean, which results in a vicious cycle.

we choose those samples to have high confidence in their given labels, which tend 

to be originally clean.

Label Guessing by Agreement 

(LGA)



Method/Debiased Semi-Supervised Training

Motivation: 

1. to utilizes the remaining noisy samples to boost 

performance.

2. Distribution Bias: The selected clean samples 

may imbalance, since some labels are typically 

more ambiguous than others. Bias towards 

domain classes.

3. Confirmation Bias: Pseudo-labels bring 

confirmation bias. 



Method/Mitigating Confirmation Bias

Motivation: 

In most SSL pipelines, the generation and utilization 

of pseudo-labels are usually achieved by the same

network blocks or between interdependent peer 

networks.

As a result, they are impossible to self-correct and can 

accumulate amplifying the existing confirmation bias.

The task-specific head that generates 

pseudo-labels for the unlabeled data 

but is merely optimized with labeled 

samples in Dl.

Share same representation with h, 

but independent parameters. It 

receives the pseudo-labels from h 

and is trained with both labeled set 

Dl and unlabeled set Du.



Method/Mitigating Distribution Bias

Motivation: 

1. skewed label distribution.

2. pseudo-labels can naturally bias towards some 

easy classes even if training data are balanced.

a Debiased Margin-based Loss (DML) to encourage a 

larger margin between the sample-rich classes and the 

sample-deficient classes.

[1] Learning imbalanced datasets with label-distribution-aware margin loss. NeurlPS2019

we suppress the logits on those easy classes and ensure 

other classes are fairly learned:



Experiments



Experiments/Ablation

① LGA could boost performance, especially 

under severe noise

② Because of inadequate labeled samples.

③ Employs clean and disregard unselected.

④ Generating and utilizing the pseudo-labels 

on the same classification head.

⑤ Sticks to the vanilla pseudo-labeling and 

adopts the standard cross entropy loss.

40.21% 40.20%



Experiments/Ablation



Thank you
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