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Background

Existing methods for Multi-Label Classification:

1.Binary Relevance
Train a classifier for each label, and then use all the classifiers to make predictions on the samples.

2.Classifier Chain
When predicting the current label each time, consider not only the feature data but also the previous label.

3.Label Powerset
Treat the label set of a sample as a single category label.



Motivation

In the multi-label setting, the output set of labels has some structure that reflects 
the structure of the world. 
For example, surfboard is unlikely to co-occur with grass, while fork is more likely 
to appear next to a plate. 



Method

C-Tran (Classification Transformer) :

A Transformer encoder is trained to reconstruct a set of target labels given an input set of 
masked label embeddings and a set of features obtained from a convolutional neural network.

C-Tran uses a label mask training objective that allows us to represent the state of the labels 
as positive, negative, or unknown. At test time, C-Tran is able to predict a set of target labels 
using only input visual features by masking all the input labels as unknown.



Method

C-Tran (Classification Transformer) :

C-Tran can also be used at test time with partial or extra label annotations by setting the state 
of some of the labels as either positive or negative instead of masking them out as unknown.



Method



Method

Image Feature Embeddings:             x ∈ →   Z ∈

Label Embeddings L: 

Label embeddings are learned from an embedding layer of size d ×l 

Adding Label Knowledge via State Embeddings S:  In traditional architectures, there is no way to 

encode partially known or extra labels as input to the model. To address this drawback, we propose a 

technique to easily incorporate such information. Given label embedding li, we simply add a “state” 

embedding vector, si :

where the si takes on one of three possible states: unknown (U), negative (N), or positive (P). The 

state embeddings are retrieved from a learned embedding layer of size d ×3, where the unknown 

state vector (U) is fixed with all zeros.                      



Method

Modeling Feature and Label Interactions with a Transformer Encoder

Let H = be the set of embeddings that are input to the Transformer 
encoder.

We denote the final output of the Transformer encoder after L layers as

Lastly, after feature and label dependencies are modeled via the Transformer encoder, a 
classifier makes the final label predictions. Feedforward network (FFNi)



Method

Label Mask Training (LMT)

During training, we randomly mask a certain amount of labels, and use the ground truth of 
the other labels (via state embeddings) to predict the masked labels.
Given that there are      possible labels, the number of “unknown” labels for a particular 
sample. n is chosen at random between 0.25     and     .

Essentially, our label mask training pipeline tries to minimize the following loss approximately:



Experiment

Regular Inference



Experiment

Regular Inference



Experiment

Inference with Partial Labels



Ablation Study
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