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I Background
Existing methods for Multi-Label Classification:
1.Binary Relevance

Train a classifier for each label, and then use all the classifiers to make predictions on the samples.

2.Classifier Chain

When predicting the current label each time, consider not only the feature data but also the previous label.

3.Label Powerset
Treat the label set of a sample as a single category label.
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I Motivation

In the multi-label setting, the output set of labels has some structure that reflects

the structure of the world.
For example, surfboard is unlikely to co-occur with grass, while fork is more likely

to appear next to a plate.




I Method

C-Tran (Classification Transformer) :

A Transformer encoder is trained to reconstruct a set of target labels given an input set of
masked label embeddings and a set of features obtained from a convolutional neural network.
C-Tran uses a label mask training objective that allows us to represent the state of the labels
as positive, negative, or unknown. At test time, C-Tran is able to predict a set of target labels
using only input visual features by masking all the input labels as unknown.

During Training During Inference
Predict Masked Labels Predict All Labels
o A o
C-Tran [ C-Tran

trttr trttd
ViEgr HEEER

Mask Everything
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C-Tran (Classification Transformer) :

C-Tran can also be used at test time with partial or extra label annotations by setting the state
of some of the labels as either positive or negative instead of masking them out as unknown.

(a) Regular Inference (b) Inference with Partial Labels (c) Inference with Extra Labels
person: 0.83 umbrella: 0.93
- umbrella: 0.72 = person: 0.93 c rain coat: 0.92
o £ lla: 0.91 o :
= a4 = umF)re a:0.9 = car: 0.91
S ain coat: 0.32 S car: 0.86 A personr: 0.84
L rain coat=1, truck=0 —{__ city=1, rain=1 2

Figure 2. Different inference settings for general multi-label image classification: (a) Standard multi-label classification takes only image
features as input. All labels are unknown y,,.; (b) Classification under partial labels takes as input image features as well as a subset of the
target labels that are known. The labels rain coat and truck are known labels y;, and all others are unknown labels y,,; (c¢) Classification
under extra labels takes as input image features and some related extra information. The labels city and rain are known extra labels y7.,
and all others are unknown target labels y.,.
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Figure 3. C-Tran architecture and illustration of label mask training for general multi-label image classification. In this training image,
the labels person, umbrella, and sunglasses were randomly masked out and used as the unknown labels, y.. The labels rain coat and
truck are used as the known labels, y . Each unknown label is added the unknown state embedding U, and each known label is added its
corresponding state embedding: negative (N) , or positive (P). The loss function is only computed on the unknown label predictions ¥ .
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I Method

Image Feature Embeddings: x € REHXWx3 — 7 Rhxwxd

Label Embeddings L: L={l,l5,..1;},1; € RY

Label embeddings are learned from an embedding layer of size d x |

Adding Label Knowledge via State Embeddings S: In traditional architectures, there is no way to
encode partially known or extra labels as input to the model. To address this drawback, we propose a
technique to easily incorporate such information. Given label embedding li, we simply add a “state”
embedding vector, si € R? :

Z;; = li + 8;
where the si takes on one of three possible states: unknown (U), negative (N), or positive (P). The
state embeddings are retrieved from a learned embedding layer of size d x 3, where the unknown
state vector (U) is fixed with all zeros.
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I Method

Modeling Feature and Label Interactions with a Transformer Encoder

LetH= {21, ..., Zhxw; fl.} cees ig} be the set of embeddings that are input to the Transformer

encoder.
Qi = softmax((thi)T(thj)/\/a)

M
’_'Lg_.i = ZO&EJWU}'LJ
71=1
h, = ReLU(R;W" + b )W? + b,.

We denote the final output of the Transformer encoder after L layers as

r / / ! /
H ={z,, ...z, .U, ..U}

Lastly, after feature and label dependencies are modeled via the Transformer encoder, a
classifier makes the final label predictions. Feedforward network (FFNi)

J; = FEN;(l}) = o (w§ - 1}) + b;)
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I Method
Label Mask Training (LMT)

During training, we randomly mask a certain amount of labels, and use the ground truth of

the other labels (via state embeddings) to predict the masked labels.
Given that there are / possible labels, the number of “unknown” labels for a particular

sample. n is chosen at random between 0.25 7 and ¢ .

Essentially, our label mask training pipeline tries to minimize the following loss approximately:

Nt’r
L=Y E,y)iCEFM. y)lye}

n=1



I Experiment

Regular Inference
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All Top 3

mAP [ CP |CR | CFI [OP |OR | OFI |[CP [ CR | CFlI [ OP | OR | OFI
CNN-RNN [45] 61.2 - - - - - - 66.0 | 556 | 604 | 692 | 664 | 67.8
RNN-Attention [50] - - - - - - - 79.1 | 58.7 | 67.4 | 840 | 63.0 | 720
Order-Free RNN [0] || - - - - - - - 79.1 | 58.7 | 67.4 | 84.0 | 63.0 | 72.0
ML-ZSL [57] - - - - - - - 741 | 645 | 69.0 | - - -
SRN [5%] 77.1 816 | 654 | 71.2 | 827 | 699 | 758 852 | 588 | 674 | 874 | 625 | 729
ResNet101 [20] 77.3 | 802 | 66.7 | 728 | 839 | 70.8 | 76.8 || 84.1 [ 594 | 69.7 | 89.1 | 62.8 | 73.6
Multi-Evidence [ 16] || - 804 [ 702 | 749 | 852 | 725 | 784 || 845 | 62.2 | 70.6 | 89.1 | 64.3 | 747
ML-GCN [Y] 83.0 | 85.1 | 72.0 | 78.0 | 85.8 | 754 | BO.3 || 89.2 | 64.1 | 746 | 905 | 66.5 | 76.7
SSGRL [¥] 83.8 | 899 | 685 | 76.8 | 91.3 | T0.8 | 79.7 || 91.9 | 62.5 | 72.7 | 93.8 | 64.1 | 76.2
KGGR [ 7] 843 | 856 | 72.7 | 78.6 | 87.1 | 75.6 | BO.9 || 894 | 64.6 | 75.0 | 913 | 66.6 | 77.0
C-Tran 85.1 | 863 | 743 | 799 | 87.7 | 76.5 | 81.7 || 90.1 | 65.7 | 76.0 | 92.1 | 714 | 77.6

Table 1. Results of regular inference on COCO-80 dataset. The threshold is set to (.5 to compute precision, recall and F1 scores (%). Our
method consistently outperforms previous methods across multiple metrics under the settings of all and top-3 predicted labels. Best results

are shown in bold. *-” denotes that the metric was not reported.
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Regular Inference
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All Top 3
mAP | CP CR CF1 | OP OR OF1 CP CR CF1 | OP OR OF1
ResNet101[20] 309 | 39.1 | 256 | 31.0 | 61.4 | 359 | 454 || 392 | 1L.7 | 180 | 75.1 | 163 | 26.8
ML-GCN [Y] 326 | 428 | 202 | 275 | 669 | 315 | 428 || 394 | 106 | 168 | 77.1 | 164 | 27.1
SSGRL [+] 366 | - - - - - - - - - - - -
KGGR [7] 374 | 474 | 247 | 325 | 669 | 365 | 47.2 || 487 | 12,1 | 194 | 786 | 17.1 | 28.1
C-Tran 384 | 498 | 272 | 352 | 669 | 392 | 495 || 51.1 | 125 | 20.1 | 80.2 | 17.5 | 28.7

Table 2. Results of regular inference on VG-500 dataset. All metrics and setups are the same as Table 1. Our method achieves notable

improvement over previous methods.
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I Experiment

Inference with Partial Labels

COCO-80 VG-500 NEWS-500 COCO-1000
Partial Labels Known (e) ||0% 25% 50% 75% ||0% 25% 50% 75% ||0% 25% 50% 75% ||0% 25% 50% 75%
Feedbackprop [1Y] 80.1 80.6 B0.8 B09 ([29.6 30.1 308 31.6 (/147 21.1 237 259|/29.2 30.1 315 330
C-Tran 85.1 85.2 85.6 86.0||38.4 393 404 415 | 18.1 29.7 355 394|343 359 374 391

Table 3. Results of inference with partial labels on four multi-label image classification datasets. Mean average precision score (%) is

reported. Across four simulated settings where different amounts of partial labels are available (¢), our method significantly outperforms
the competing method. With more partial labels available, we achieve larger improvement.



I Ablation Study

Partial Labels |COCO-80|VG-500 |[NEWS-500|COCO-1000
Known (e€) 0% 50% | 0% 50%| 0% 50% | 0% 50%

C-Tran (no image)|3.60 21.7|2.70 24.6|6.50 33.3 [1.50 27.8
C-Tran (no LMT) |84.8 85.0(38.3 38.8[16.9 17.1 |33.1 34.0
C-Tran 85.1 85.6 (38.4 40.4|18.1 35.5 (343 374

Table 5. C-Tran component ablation results. Mean average pre-
cision score (%) is reported. Our proposed Label Mask Training
technique (LMT) improves the performance, especially when par-
tial labels are available.
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