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Online Knowledge Distillation[1]

由于Peer预测质量不同，平等地对待所有Peer是不合理的，简单的聚
合函数会导致Peer同质化，进而影响组蒸馏效果

https://arxiv.org/pdf/1806.04606
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The overall loss：
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(1) w/o SA (random). A random attention matrix with normalization is used to put randomly generated belief among 
peers. 

(2) w/o SA (entropy). we completely remove Ldis1 from objective function and let the peers only learn from Lgt with an 
entropy term.

(3) w/o SA (mean). Simple average is applied to aggregate the predictions of peers in the first-level distillation.

(4) w/o SA (asymmetry). Another special case that ablates asymmetry of SA by forcing WE and WL as identity matrices.

(5) w/o two-level. The second-level distillation is ablated by removing the group leader from training and inference with 
a randomly chosen student model. 
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Online Knowledge Distillation via 
Collaborative Learning

CVPR 2020



Motivation

The training cost is high.
The outputs of the student models may 
conflict with each other.

Lack of flexibility due to shared 
underlying network.
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KDCL-Naive

Find the student output with the minimum loss compared to the one-hot label: 

KDCL-Linear

The soft labels obtained using the above method may be of poor quality. Therefore, consider performing a 
weighted sum of all student outputs to minimize the loss with respect to the hard labels:
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KDCL-MinLogit

KDCL-Linear introduces an optimization problem during training, and we hope the 
network ensemble is efficient.

The differences between logit values determine the probability distribution from the 
softmax function. Thus, the output probabilities are represented as:

For all student networks, the c-th element of output is set to 0. When the other elements in the logit 
decrease, the CE loss with the one-hot label will be reduced. 

A concise way to generate teacher logits is to select the minimum element in each row of the matrix.
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KDCL-General

To assess the generalization quality, it's necessary to have a validation set as a metric. 
Therefore, a portion of the training set is first selected to serve as the validation set.

The objective is to weight the logits of the student network on validation set, with the 
requirement that , such that:
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