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Introduction

DNNs often have high confidence predictions that classify OOD 

samples from unknown classes as one of the known classes.

This issue is further amplified when long-tailed distribution

The models often misclassify OOD samples into head classes 

with high confidence.

The tail samples often have a much higher OOD score than the 

head samples



Related Work

OOD Detection

1. The post hoc methods: devising  new OOD  scoring functions in the inference phrase.

2. Utilizing auxiliary data during training: OE ([ICLR2018]Deep Anomaly Detection With Outlier Exposure)

Focused on balanced ID training data.

OOD Detection in LTR

1. Utilizing unlabeled auxiliary OOD data to enhance the robustness of OOD detection and improve ID 

classification accuracy.

2. Fitting the prediction probability of OOD data to a long-tailed distribution. It is difficult to obtain 

such an accurate prior distribution of OOD data in LTR.

We instead utilize the outlier class learning to eliminate the need for such a prior.



Related Work

OE achieves promising performance in general OOD detection scenarios, but works 

less effectively when applied to LTR settings. It is mainly because the uniform 

prediction probability prior in Eq.1 does not hold in LTR.

• OOD -> head classes

• Tail classes -> OOD



Method



Method/Debiased Large Margin Learning

Problem: The tail classes samples tend to exhibit high OOD scores during LTR 

inference.

Previous work: attempts to utilize diverse augmentations to push tail samples 

away from OOD samples, but it often learns non-discriminative representations 

between OOD samples and tail samples due to the limited size of tail classes.

Method: a learnable prototype of one tail class as positive sample to pull tail 

samples closer to their prototype.



Method/Debiased Large Margin Learning

Problem: Due to the overwhelming presence of head class samples, LTR models 

demonstrate a strong bias towards head classes when performing OOD detection.

Method: the OOD samples as anchor, with randomly sampled head samples as 

negative samples and the OOD samples that are distant from the anchors in the 

feature space as positive samples.



Method/Outlier-Class-Aware Logit Calibration

Problem: due to the inherent class imbalance in the training data, the LTR model 

often tends to have a higher confidence on the prediction of head samples than 

both the tail samples and the OOD samples.

We do not have genuine OOD samples during training and OOD samples should 

be as important as ID classification

decrease the probability of head classes and increase that of tail classes, while 

taking into account the influence of OOD samples on the prediction.



Experiment

the difficulty of learning the outlier class 

given the similarity between these two 

datasets

differentiating tail and OOD samples is 

often more difficult than differentiating 

head and OOD samples



Experiment/Ablation Study

• Tail Class Prototype Learning (TCPL)

• Debiased Head Class Learning (DHCL)

• Outlier-Class-Aware Logit Calibration (OLC)



Thank you
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