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Background

• Continual learning requires the model to learn multiple task sequentially.

• Task-agnostic problem vs Task-aware problem: Task identities :available or not.



Background

• Different learning objectives may cause different degrees of forgetting in CL.

• If a new learning objective leads to more forgetting, a good continual learner should 

pay more attention to the model's stability. Otherwise, a good continual learner should 

pay more attention to the model's plasticity.



Method

• Learning objective for replay-based methods:

➢

➢  We assume that             is cross-entropy (CE) loss:

➢



Method

Analyzing Learning Objectives by Decoupling Loss

➢



➢

Method

Loss Decoupling for Continual Learning

➢

➢ Combining LODE with ER and DER++:  The combinations of LODE with these two methods are direct.

➢ Combining LODE with ESMER：



Method

Relation with Existing Methods

➢   Let                                , we can get the of experience replay with asymmetric cross entropy(ER-ACE):



Experiment



Experiment



Experiment
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