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Background

1. Unlike CNN, ViT's simple architecture has no informative inductive bias (e.g., locality, etc.). ViT
requires a large amount of data for pre-training

2. Re-weighting/re-sampling: focus on the tail classes, often lead to some performance degradation in the
head. To mitigate this, multiple expert networks specialize in different portions of the data distribution.
However, all these efforts have been restricted to CNNs.
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The data-efficient transformers (DeiT) aimed to reduce this requirement
for pre-training by distilling information from a pre-trained CNN.

However, all these improvements have been primarily based on
increasing performance on the balanced ImageNet dataset.

insufficient for long-tailed datasets.
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Figure 2: Our distillation procedure: we simply include a new distillation token.
It interacts with the class and patch tokens through the self-attention layers.
This distillation token is employed in a similar fashion as the class token, ex-
cept that on output of the network its objective is to reproduce the (hard) label
predicted by the teacher, instead of true label. Both the class and distillation
tokens input to the transformers are learned by back-propagation.
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Method

In this work, we aim to investigate and improve the training of Vision Transformers from scratch
without the need for large-scale pre-training on diverse long-tailed datasets, varying in image size
and resolution.

Recent works show improved performance for ViTs on long-tailed recognition tasks, but they
often need expensive pre-training on large-scale extra datasets and do not generalize well to other
domains like medical, synthetic etc.
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Table 1. Effect of augmentations: Comparison of teacher (Tch) This works because the ViT student learns to mimic the

and student (Stu) accuracy (%) and training time (in hours) on incorrect predictions of the CNN teacher on the out-of-
CIFAR-10 LT (p = 100) using various augmentation strategies with distribution images, which in turn enables the student to learn
mixup (v) and without mixup (X). Despite low teacher training the inductive biases (locality) of the teacher.

accuracy on the out-of-distribution images, the student (Stu.) per-
forms better on the validation set.

FUX) = g(X), X ~ A(z)

Tch Stu Tch Tch  Stu | Train
Model Augs. Augs. Ace. Acce. | Time
RegNetY
16GF Strong (v')  Strong (v') | 79.1 70.2 33.3
Strong (X) Weak (X) 97.2 542 17.8
ResNet-32 | Strong (X)  Strong (X) | 71.9 69.6 17.8
Strong (v')  Strong (v') | 56.6 79.4 19.0

(a) Comparison b/w attention maps of
DeiT (left) and DeiT-LT (ours, right)
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M ethOd/Distillation via Out of Distribution Images

Due to distillation via out-of-distribution images, the teacher predictions y t often diffe  — S -

from the ground truth y. Hence, the classification token (CLS) and distillation token e e ;

(DIST) representations diverge while training.
g 0.3 Out uTrEl}EiISE;;isbutiﬂn

Our observation debunks the myth that it is required for the CLS token g 2

predictions to be similar to DIST for effective distillation in transformer, . - In Distribution | 1

as observed by Touvron et al. [48]. " 'F“T'ES E

L= %E(;E(f”(:ﬂ),y) | %ﬁDRW(fd(m):yt):

where Lprw = —wy, Iﬂg(fd(x)yt)

Epochs

(a) Diversity for CLS and DIST experts
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To gain insights into the generality and effectiveness of OOD Distillation, we take a
closer look at the tail features produced by DeiT-LT.

Without the OOD distillation, we find that the vanilla DeiT-IIl and ViT
baselines overfit only on the spurious global features and do not
generalize well for tail classes.
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M ethOd/Low-Rank Features via SAM teachers

Xa.lla Xmin C X, where Xalla Xmin

Fall qu',n - CLS Token - DIST Token
T h 1d ne, d
500 500
T __ S all )
US, V' = VD(Fnh}d : - i
5 5
o o
me}(k) — N LV g2 £ 500
proj nt,d k 8 8
200 — DeiT 200
) ) 9 —— DeiT-LT (LDAM+DRW Teacher) —— DeiT-LT (LDAM+DRW Teacher)
| | FTMS — F::}:_::n ( }g) | | 100 --~ DeiT-LT (LDAM+DRW+SAM Teacher) io --~ DeiT-LT (LDAM+DRW+SAM Teacher)
it — < 0.01 —— DeiT-LT (PaCo Teacher) —— DeiT-LT (PaCo Teacher)
| | F"”:; | | ~== DeiT-LT (PaCo+SAM Teacher) ~== DeiT-LT (PaCo+SAM Teacher)
Mg, 0 0
o 0 2 4 6 8 10 0 2 4 6 8 10
Fm Z n k: . F m Z n k * V T Transformer Blocks Transformer Blocks
Trecon - proyp k . (a) Rank of ViT from Distillation of CNN teachers using CLS token (b) Rank of ViT from Distillation of CNN teachers using DIST token

Figure S.4. We compare the rank calculated using features from the a) CLS token and b) DIST token when trained on CIFAR-10 LT. Our
DeiT-LT captures both fine-grained features (from high-rank CLS token) and generalizable features (from low-rank DIST token).

By learning semantic similar features, our training of DIST token ensures good

representation learning for minority classes by leveraging the discriminative features
learned from majority classes.
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Experiment

Table 2. Results on CIFAR-10 LT and CIFAR-100 LT datasets
with p=50 and p=100. We report the overall accuracy for available
methods. (The teacher used to train the respective student (DeiT-
LT) model can be identified by matching superscripts)

Table 3. Results on ImageNet-LT. (The teacher used to train respec-
tive student (DeiT-LT) can be identified by matching superscripts) Table 4. Results on iNaturalist-2018. (The teacher used to train

student (DeiT-LT) can be identified by matching superscripts)

ImageNet-LT
Method CIFAR-10LT | CIFAR-100LT Method Overall | Head  Mid _ Tail Natoralist 2018
p=100 | p=50 | p=100 | p=50
ResNe(32 Backb ResNet50 Backbone Method Overall Head Mid Tail
CSINC ackbonc
al loss [ . 6 32 .
CB Focal loss [9] 746 | 793 | 383 | 462 ng:;‘;lﬂlm (9] ig é 23 i 42 ; ig fj ResNet50 Backbone
LDAM+DRW [5] 770 | 793 | 420 | 45.1 "L : : SO
LDAM+DAP[19] | 800 | 822 | 441 | 492 c-RT [20] 496 | 618 462 273 c-RT [20] 65.2 69.0 660 632
BBN [67] 798 | 822 | 394 | 470 7-Norm [2 ‘]1 494 1 59.1 469 307 7-Norm [21] 65.6 656 653 659
CAM [64] 80.0 | 836 | 478 | 517 Log. Adj. [32] 0.1 611 47.5 276 RIDE(3 exps) [56] 72.2 702 722 727
Log. Adj. [32] 777 _ 43.9 - RIDE(3 exps) [56] 54.9 66.2 517 349 MiSLAS [65] 716 73.2 724 70.4
RIDE [56] - - 491 - MIiSLAS [65] 52.7 629 50.7 343 o o : - : :
MiSLAS [65] 821 | 857 | 470 | 523 Disalign [63] 529 | 613 522 314 Disalign [63] 70.6 690 711 702
Hybrid-SC [55] 81.4 854 | 467 | 519 TSC [28] 52.4 63.5 497 304 TSC [28] 69.7 72.6 70.6 67.8
SSD [27] - - 46.0 50.5 GCL [26] 54.5 63.0 527 37.1 GCL [26] 71.0 67.5 713 71.5
ACE [4] 814 | 849 | 496 | 519 SAFA [17] 53.1 63.8 499 334 ImbSAM [68] 71.1 68.2 725 729
GCL [26] 827 | 85 | 487 | 536 BCL [41] 57.1 | 679 542 366 CBDpys [18] 73.6 759 747 715
VS [23] 78.6 - 417 ImbSAM [68] 553 | 632 537 383 n
VS+SAM [38] 824 | - | 466 | - CBDpws [18] 556 | 685 527 292 AL EL 70.1 6.1 705 712
IL-D-SAM [38] 81.9 84.8 45.4 49.4 1 PaCo+SAM [38] 734 66.3 73.6 75.2
2PaCo+SAM[S, 38] | 86.8 88.6 52.8 56.6 QL'D'SAM [38] 25l Ll | LS .
PaCo+SAM [8, 38] 57.5 62.1 58.8 393 ViT-B Backbone
ViT-B Backbone
ViT-B Backbone i

ViT [12] 62.6 70.1 35.0 39.0 : VIT [12] >4.2 64.3 239 521
VIT (cRT) [20] 689 | 745 | 389 | 422 ViT [12] 27-3 ;63 io-‘“r 12-3 DeiT-IIT [51] 61.0 729 628 558
Dell [451 202 | TS| 33 3ol DeiTll 1] 84 | 704 409 128 LDeiT-LT(ours) 729 | 690 733 733

eI [51] : : : : 'Dei T-LT(ours) 556 | 652 540 37.1 2Dei T-LT(ours) 75.1 703 752 762
1DeiT-LT(ours) 84.8 87.5 52.0 54.1 ?DeiT-LT(ours) 59.1 66.6 583 40.0
2DeiT-LT(ours) 875 | 898 | 556 | 60.5
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Table 5. Table showing ablations for various components in DeiT-
LT for CIFAR-10 LT and CIFAR-100 LT.
Sh | is ball Chai
e S OOD Distill DRW SAM | CIOLT C100 LT

- .
'y \'{\ el X X x| 702 313
c = N e v X X 84.5 48.9
3 - v v X 87.3 54.5
= .. . v v v 87.5 55.6
=
3
5 Table 6. Analysis across transformer capacity for CIFAR-10 LT and
o CIFAR-100 LT for DeiT-LT student(p = 100) with PaCo teacher.
C
2 Model | Overall | Head Mid  Tail
'_
5 CIFAR-10 LT (p = 100)
&)
DeiT-LT Tiny (Ti) 80.8 89.7 751 794
Figure 5. Visual comparison of the attention maps with respect to [[))EITI“‘_ILT[‘ SBmall ((:)) 2;; gi; gi? 32(7]
the CLS and DIST tokens for fail images from the ImageNet-LT “r ase i i i _
dataset. The attention maps are computed by Attention Rollout [1]. CIFAR-100 LT (p = 100)
DeiT-LT Tiny (Ti) 49.3 66.3 50.0 27.3
DeiT-LT Small (S) 54.3 726 548 31.1
DeiT-LT Base (B) 55.6 73.1 569 32.1
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