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Background

1. Unlike CNN, ViT’s simple architecture has no informative inductive bias (e.g., locality, etc.). ViT

requires a large amount of data for pre-training

2. Re-weighting/re-sampling: focus on the tail classes, often lead to some performance degradation in the 

head. To mitigate this, multiple expert networks specialize in different portions of the data distribution. 

However, all these efforts have been restricted to CNNs.



Motivation

The data-efficient transformers (DeiT) aimed to reduce this requirement 

for pre-training by distilling information from a pre-trained CNN.

However, all these improvements have been primarily based on 

increasing performance on the balanced ImageNet dataset.

insufficient for long-tailed datasets.



Method

a) the effective distillation via OOD images.

b) training Tail Expert classifier using DRW loss.

c) learning of low-rank generalizable features from 

flat teachers via distillation.

In this work, we aim to investigate and improve the training of Vision Transformers from scratch

without the need for large-scale pre-training on diverse long-tailed datasets, varying in image size 

and resolution. 

Recent works show improved performance for ViTs on long-tailed recognition tasks, but they 

often need expensive pre-training on large-scale extra datasets and do not generalize well to other 

domains like medical, synthetic etc.



Method/Distillation via Out of Distribution Images

This works because the ViT student learns to mimic the 

incorrect predictions of the CNN teacher on the out-of-

distribution images, which in turn enables the student to learn 

the inductive biases (locality) of the teacher.



Method/Distillation via Out of Distribution Images

Due to distillation via out-of-distribution images, the teacher predictions y_t often differ 

from the ground truth y. Hence, the classification token (CLS) and distillation token 

(DIST) representations diverge while training.

Our observation debunks the myth that it is required for the CLS token 

predictions to be similar to DIST for effective distillation in transformer, 

as observed by Touvron et al. [48].



Method/Distillation via Out of Distribution Images

To gain insights into the generality and effectiveness of OOD Distillation, we take a 

closer look at the tail features produced by DeiT-LT.
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Without the OOD distillation, we find that the vanilla DeiT-III and ViT 

baselines overfit only on the spurious global features and do not 

generalize well for tail classes.



Method/Low-Rank Features via SAM teachers

By learning semantic similar features, our training of DIST token ensures good 

representation learning for minority classes by leveraging the discriminative features 

learned from majority classes.



Experiment
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