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Introduction

Long-Tailed Multi-Label image Classification:

In real-world applications, the distribution of different categories often follows a long-tailed pattern, 
where deep networks tend to underperform on tail classes. Meanwhile, unlike the classical single-label 
classification, practical scenarios frequently involve images associated with multiple, adding complexity 
and challenge to the task. To address these issues, an increasing number of works focus on the problem 
of Long-Tailed Multi-Label image Classification (LTMLC).

Strategies for LT-MLC:

• Resampling the number of samples for each category

• Re-weighting the loss for different categories

• Decoupling the learning of representation and classification head



Motivation

Challenges for LT-MLC:

• It is of great importance to consider the semantic correlations between the head and 
tail classes in long-tailed learning. Leveraging such correlations can substantially 
improve the performance of tail classes with the support of head classes Re-
weighting the loss for different categories.

• Real-world images often encompass a variety of objects, scenes, or attributes, 
adding complexity to the classification task. The aforementioned methods typically 
consider extracting the visual representation of images from a global perspective. 



Method

• CPRFL leverages CLIP’s text encoder to extract category semantics, thereby enabling the 

establishment of semantic correlations between the head and tail classes. 

• The extracted category semantics are utilized to initialize prompts for all categories, which interact 

with visual features in order to discern context-related visual information specific to each category.

• Finally, initial prompts lack visual-context information, resulting in a significant data bias between 

the semantic and visual domains during information interaction. CPRFL introduces a progressive 

Dual-Path Back-Propagation mechanism to iteratively refine the prompts.

Category-Prompt Refined Feature Learning (CPRFL) 



Method



Method

Specifically, we design a Prompt Initialize (PI) network, which consists of two fully connected layers 
followed by a nonlinear activation function. We map the pretrained CLIP’s text embedding         to the 

initial category-prompts = { 𝑝1, 𝑝2, ..., 𝑝𝑐 } ∈ R𝑐×𝑑.

Category-Prompt Initialization

Here, 𝑊1 ∈ R𝑚×𝑡, 𝑊2 ∈ Rt×𝑑, 𝑡 = 𝜏 ×𝑑 and 𝜏 is the expansion coefficient controlling the dimension 

of hidden layers. Typically, 𝜏 is set to 0.5 in our experiments.



Method

Visual-Semantic Information Interaction

To facilitate visual-semantic information interaction between category-prompts and visual features, 

we concatenate the initial category-prompts      ∈ R𝑐×𝑑 with the visual features      ∈ R𝑣×𝑑, forming 

a combined set of embeddings 𝑍. These embeddings are then input to the VSI network for the visual-

semantic information interaction. Within the VSI network, each embedding 𝑧𝑖 ∈ 𝑍 undergoes 

calculation and updating through the multi-head self-attention mechanism inherent to the Transformer 

encoder.

The resulting output of the VSI network and the category-specific visual features are denoted as 

𝑍′ = { 𝑓1
’, 𝑓2

’ , 𝑓3
’ , …, 𝑓𝑣

’, 𝑝1
’ , 𝑝2

’ , …, 𝑝𝑐
’ } and       = { 𝑝1

’ , 𝑝2
’ , …, 𝑝𝑐

’ }.



Method

Category-Prompt Refined Feature Learning

The classification probability 𝑠𝑖 for class 𝑖 can be calculated by



Method

Optimization

To further address the negative-positive sample imbalance inherent in multiple categories, we adopt 

the Asymmetric Loss (ASL) as our optimization objective, which is a variant of focal loss with different 

𝛾 values for positive and negative samples.

where 𝑐 is the number of classes.     is the hard threshold in ASL, denoted as                                .
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Ablation Study



Ablation Study



Ablation Study



Conclusion

To tackle the challenges of head-to-tail imbalance and multi-object recognition in long-tailed 
multi-label image classification, we propose a novel and effective approach, termed Category-
Prompt Refined Feature Learning (CPRFL). CPRFL capitalizes on CLIP’s text encoder to extract 
category semantics, leveraging its robust semantic representation capability. This allows for the 
establishment of semantic correlations between the head and tail classes. The derived category 
semantics are then utilized as category-prompts, facilitating the decoupling of category-specific 
visual representations. Through a series of dual-path gradient back-propagations, we refine these 
prompts to effectively mitigate the visual-semantic domain bias. Simultaneously, the refinement 
process aids in purifying the category-specific visual representations under the guidance of the 
refined prompts. To our knowledge, this is the pioneering work to leverage category semantic 
correlations for mitigating head-to-tail imbalance in LTMLC, offering an innovative solution tailored 
to the unique characteristics of the data. 
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