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Introduction

heterogeneous label noise privacy requirements

multi-stage FL framework：FedCorr
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Main contributions



Related Works

• Federated methods

• FedProx/FedDyn/SCAFFOLD/PoC

• robust aggregation methods/reputation mechanism-based contribution 

examining/credibility-based re-weighting/distillation-based semisupervised 

learning



Related Works

•Local intrinsic dimension (LID) 



Related Works

•Local intrinsic dimension (LID) 

包含x的光滑流形函数的近似值
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• preliminaries

• IID partition

unformly distributied

• non-IID partition
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• noise level
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• preliminaries

• LID scores
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• pre-precessing

• Client iteration and fraction scheduling
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• pre-precessing

• Mixup and local proximal regularization



Method

• pre-precessing

• Identification of noisy clients and noisy samples
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• pre-precessing

• Identification of noisy clients and noisy samples
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• Federated finetuning stage
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•Federated usual training stage 
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Experiments

datasets



Experiments

FedCorr: robust to discrepancies in both data statistics and label quality
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Experiments

FedCorr: versatility



Experiments

Ablation study



Conclusion

FedCorr

• tackle both local label quality and data statistic

• privacy-preserving label correction

• robustness

• not consider dynamic participation

• cumulative LID scores



Thanks


