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Background

• Continual Test-Time Adaptation (CTTA) is proposed to migrate a source pre-trained model to 
continually changing target distributions, addressing real-world dynamism.

•  Existing methods primarily focus on applying entropy minimization to update batch 
normalization layer or a fraction of model parameters , which already leads to a performance 
improvement in target domains.

•  On the other hand, an alternative mainstream approach involves the teacher-student scheme 
for generating pseudolabels in target domains.



Motivation

a novel method for continual self-supervised learning that enhances the extraction of target 
domain knowledge while mitigating the accumulation of distribution shift.
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Methods

HOG is a feature descriptor that 
delineates the distribution of gradient 
orientations or edge directions within a 
localized subregion. 

two advantages: 
1) its inherent ability to capture local 
shapes and appearances ensures 
invariance to geometric changes.

2) the absorption of brightness through 
image gradients and local contrast 
normalization provides invariance to 
varying environments and weather 
conditions.
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Experiments

Backbone Model:ViT-baseTask:classification CTTA task



Experiments

Backbone Model:Segformer-B5Task:segmentation CTTA task



Experiments

Ablation Study
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