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Motivation

Reducing memory cost
in Test Time Adaptation



Methods

• Architecture Comparison
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Given a linear layer

The gradient can be calculated as
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Self-distilled RegularizationSelected Entropy Minimization
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