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Introduction
•  In real life, we often encounter dataset bias 
problems.
•  This unintended bias causes the trained 
model to infer erroneously based on 
shortcuts (i.e., background).
•  In addition to dataset bias, noisy labels are 
caused by many reasons and are known to 
degrade training mechanisms.
•  Although dataset bias and noisy labels 
can occur simultaneously and independently, 
few studies have addressed both problems 
at once.
•  The fundamental solutions of each 
problem are exact opposites——Difficult-to-
learn samples have to be emphasized to 
mitigate dataset bias, while their influence 
should be reduced for denoising.



Introduction-DBwNL

•  Dataset Bias with Noisy Labels(DBwNL)
•  Dataset Bias
•  When most of the samples have attributes that are strongly correlated with the target, 
we call the phenomenon dataset bias and these attributes bias attributes.
•  We call samples whose bias attribute is highly correlated (weakly correlated) with the 
target attribute bias-aligned (bias-conflicting) samples.
•  This dataset bias problem is quite harmful when the bias attribute is easier to learn 
than the target attributes, because the model loses the motivation to learn the target 
attribute given its sufficiently low loss.
•  Noisy Labels
•  We call samples whose labels are ygiven = y and ygiven ≠ y clean label and noisy label, 
respectively.

•  Training a robust model on the DBwNL dataset emphasizes bias-conflicting samples 
while discarding or reducing the impact of the noisy labels.



Debiasing Meets Noisy Labels

• Label-based debiasing is prone to noisy labels.
• Because label-based methods make incorrect emphasis.



Debiasing Meets Noisy Labels

• Why do label-based methods suffer side-effects?

• Noisy labels are also emphasized when we run the
labe-based algorithms.

• Entropy in Figure 4d, shows that the bias-conflicting
and bias-aligned samples are easily distinguished regardless 
of whether their labels are noisy.

•  A label-free method is needed to handle DBwNL.



How Denoising Algorithms Work in the
DBwNL

• Valuable bias-conflicting samples can be deemed
noisy.

• Because the number of bias-conflicting samples is critical, 
removing the bias-conflicting samples prior to debiasing can 
cause performance degradation.

• Preventing bias-conflicting samples from being discarded.
             denoising should be performed after highlighting bias-
conflicting samples.



Intuitions

• If denoising is applied first, the bias-conflicting samples is erased, which is burdensome for debiasing
• Conversely, if debiasing is conducted first, we can choose label-based or label-free. If a label-based 
algorithm is selected, the noisy labels are enlarged and a burden is placed on the denoising algorithm

(1) No label-based: label-based debiasing emphasizes noisy labels.
(2) Debiasing before denoising: denoising algorithms should be run after debiasing emphasizes bias-
conflicting samples.



Method——DENEB



Method——DENEB

Key Aim: regardless of label corruption, the 
model should comprehensively learn the 
bias-aligned samples so that it can identify 
the bias conflicting samples in the next steps.

: probability of GMM

Sub step 1:

Sub step 2:



Method——DENEB

sampling probability of each instance:

the larger entropy samples are the bias-
conflicting samples



Method——DENEB

• Mini-batches are constructed based on the 
sampling probability
• The main purpose of this step is to mitigate the 
impact of noisy labels
• Inherit previous denoising algorithms by 
simply modifying the mini-batches
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