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Background

• The ability of large pre-trained Vision-Language models (VLM) like CLIP  and ALIGN  
to learn transferable representations across downstream tasks makes them a natural
fit for integration with federated learning.
• Due to the millions of parameters in VLM, fine-tuning the entire model in federated 
learning leads to high communication costs and memory footprint issues.
• Prompt tuning addresses these challenges by adapting pre-trained models to diverse 
downstream tasks with a reduced parameter count, and its integration of federated learning 
has been explored in previous research.
• Currently, studies in FPL have not been thoroughly explored in terms of personalization 
and generalization.
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Introduction

• In federated learning, it is essential to account for the generalization capability to unseen 
domains or categories.
• The generalization issues in prompt based VLM have been revealed in recent research,
         CoOp  struggles with generalizing to unseen categories within the same dataset due 
to overfitting, resulting in lower test accuracy on novel categories.

• Data heterogeneity results in another challenge in federated learning.
• If we employ strong personalized techniques to fully adapt the prompts to local 
distributions, it may lead to the loss of inherent generalization in VLM.

How can we strike a balance between generalization and personalization in FPL?



Method



Method

Balance generalization and personalization:
Inspired by LoRA:
prompt may also possess a low ”intrinsic rank” 
during the adaptation process.

For better personalization:
increase dissimilarity between representations of 
global and personalized prompts.
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