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Introduction 
(Dataset limitations & Methodological limitations)

(a) Confusion matrix of true labels and distant labels on the whole CoNLL03 dataset.
(b) The confusion matrix displays noise among true entity-type labels. 
(c) The real token class distribution on the CoNLL03 dataset and tokens selected by a basic self-training framework 
with a single-head/double-head pathway. It can be shown that double-head selects more tokens than single-head on the 
minority entity classes such as MISC and LOC.

Self-training exists an inherent confirmation bias to assign erroneous pseudo-labels. Due to the existence of label noise, 
the DSNER task can face an amplified self-training bias, which, however, has never been touched on in prior studies.



Method (Notation and Preliminary)
Named Entity Recognition.

Distantly-Supervised NER.

1 ∼  K denote entity types and 0 denotes non-entity
predicted probability of xi belonging to class yi in sentence x

separates the tokens in each sentence x into a set of potential clean tokens xl and noisy tokens xu

where LL and LU are classification losses on the two sets.       is a pseudo-label generated via previous models.



Method 

(a): Illustration of decoupled learning paradigm and debiased self-training. 
(b): Two classification heads are trained independently but make joint predictions when testing.
 # denotes unselected noisy or invalid tokens.
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In most of our experiments, we fix it to 0.95 without further tuning

 Clean Token Selection

Debiased Self-Training
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Method

Dual Co-guessing Mechanism

Training loss

Post-hoc Entity Pathway Finetuning



Result



Ablation Study



Further Analysis
Efficacy of decoupled learning

Efficacy of debiased self-training Efficacy of co-guessing Efficacy of threshold parameter τ



Distant Supervision from Large Language Models

Large language models (LLMs), including GPT-3 , ChatGPT, and GPT-43, have largely revolutionized the NLP 
landscape. Thanks to their emerging abilities like in-context learning (ICL) and chain-of-thought, LLMs 
demonstrate remarkable zero-shot learning performance in a wide range of downstream NLP tasks.
However, LLMs are still legs behind the fine-tuned small language models in many NLP applications including NER.

To deal with this problem, we extend the DSNER formulation and design a novel in-context learning algorithm that 
exploits self-generated text-tag pairs to generate distant labels. Moreover, we modify our original algorithms to fully 
use hybrid labels including ChatGPT-generated labels and original knowledge-base generated labels (KB labels).



Conclusion

两种偏差：高度结构化的噪声和自训练框架引入的固有偏差

解决方法：解耦学习、清洁令牌选择、去偏自训练和双共猜测机制

实验结果：结果表明 DesERT 取得了最先进的性能。建立了基于 
ChatGPT 的远程监督 NER 新基准，DesERT 在该基准上同样表现出色。
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