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Background

（a）prompt-tuning methods improve the few-shot learning ability of CLIP by introducing learnable text prompt for 
the text encoder of CLIP.

（b）For adapter-based tuning, some lightweight modules, multi-layer perceptron (MLP) , are built at the end of 
text and visual encoders to adjust text and visual features for downstream tasks.

（c）cache-based tuning methods  present “soft” K-nearest neighbor classifiers storing visual features and labels 
of training samples, which are combined with zero-shot CLIP for final classification.
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Background

we disassemble the computation of logit bias into three key components, logit feature, logit predictor, logit fusion.
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Motivation

Features for Computation of Logit Bias

1、complementarity (CMYAux) is more important than 
superiority (SUPAux) for auxiliary features。（CLIP,DINO)

2、the auxiliary features with higher SUPAux  achieve 
better fusion results, when they have similar CMYAux.
（MoCov3，DINO）



Motivation

Logit Predictor

To evaluate the effect of logit predictor, we empirically compare with several predictors, including MLP, 
Cache, Cache with random initialization (Cache-Random), and a simple linear probing (LP) as baseline.

conclusion

1、LP achieves similar performance with Cache-Random, and both of them are clearly superior to MLP.
2、that feature initialization is helpful for the logit predictor.



Motivation

Logit Predictor

individual training of bias branch and joint training of bias branch with zero-shot CLIP

conclusion

 existing logit predictors do not fully explore the superiority of auxiliary features

the joint training strategy makes logit bias as a pure supplement to zero-shot CLIP by considering the 
complementarity of auxiliary features, but it cannot fully explore the superiority of auxiliary features.



Motivation

Logit Fusion
To fuse logit bias with zero-shot CLIP, a manually tuned parameter β is used to control the effect of logit bias

conclusion

trade-off parameter greatly affects performance of fusion, while prediction confidence of zero-shot CLIP can be 
regarded as an indicator of logit fusion
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Auxiliary Features f Aux



Methods
Multi-branch Training of Feature-initialized (MTFi) Logit Predictor

1、在 C-way N-shot 设定下（即 C 类，每类 N 个样本），使用 每类辅助特征的均值 来初始化 LP 的权重矩阵 
2、Logit bias：计算辅助特征贡献的 logit 偏置 � bias，s bias ，并与 zero-shot CLIP 预测融合
3、Multi-branch Training     l Fusion负责优化最终分类目标；l Aux 让辅助特征的 logit bias 也具备分类能力



Methods
Uncertainty-based Fusion

1、引入峰度（Kurtosis）作为不确定性度量

如果峰度高，说明预测值分布集中，CLIP 预测置信度高，k大。
如果峰度低，说明预测值分布分散，CLIP 预测较不确定，k小。

2、通过不确定性调整 logit bias 的影响

当 � 大（CLIP 预测自信），logit bias 贡献减少。
当 � 小（CLIP 预测不确定），logit bias 贡献增加。



Experiments

a CaFo variant (namely CaFo⋆ ) by excluding use of 
the extra DALL-E and GPT-3.
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Ablation study
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