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Background

Few-shot classification with CLIP



Background

①Are fine-tuned VLMs well-calibrated?

Expected Calibration Error (ECE)
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Background

②Can fine-tuned VLMs be calibrated?

TS: Temperature Scaling(温度放缩）
DEN: Density-Ratio Calibration（密度比校准）
HB: Histogram Binning（直方图分桶）
IR: Isotonic Regression（等距回归）
MIR: Multi-Isotonic Regression（多等距回归）

Finding
(1) Post-hoc calibration can remedy miscalibration in base classes.
(2) Post-hoc calibration on base classes can not transfer to new classes.

IR：非参数方法，使用单调递增函数拟合预测概率与真实标签之间的关系
MIR:使用于多分类，针对每个类别进行单独校准



Background

Feature Space Analysis

the deviation degree in the textual gap is crucial for open-vocabulary 
calibration



Motivation

Lower proximity correlates with higher confidence and ECE



Methods

Textual deviation estimation
 Ideally, the model is expected to give highly uncertain predictions for 
examples from novel classes, with relatively low accuracy.

Calibrated inference
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Experiments

MCE :衡量的是所有 bins 中校准误差的最大值

ECE:将所有预测样本分成 M个置信度区间（bins），
计算每个 bin 中预测置信度和真实准确率之间的差值的
加权平均

ACE:但 bins 是根据置信度排序后均匀划分样本数量而
非固定区间宽度

PIECE:引入了预测区间的概念,评估实际标签是否落在
预测的置信区间内



Experiments

DAC improves open-vocabulary calibration in existing prompt tuning



Experiments

DAC significantly reduces calibration error, especially for high-confidence 
predictions



Experiments

DAC is effective across various few-shot settings



Experiments

Textual feature normalization is critical

Ablation results



Contrast-Aware Calibration for Fine-Tuned CLIP:  
Leveraging Image-Text Alignment

arxiv 2025



Background

Contrast Metric

Contrast is an indicator used to measure a model’s ability to distinguish between 
positive and negative samples, which is widely used in contrastive learning.



Motivation

when the representations of fine-tuned VLMs deviate from the pre-trained image-text alignment, 
their class scores often become biased toward certain categories or exhibit similar scores across 
multiple classes, losing the pre-trained ability to discriminative intra-class and inter-class samples 
and causing miscalibration.

①Overconfidence caused by interclass similarity
②Underconfidence caused by intraclass variation

①contrast and ECE exhibit a negative 
correlation for unseen classes
②well-aligned VLMs typically exhibit better 
confidence calibration



Methods

�：Due to the negative correlation between ECE and contrast,a range of [0, 1] and aligns with the 
required monotonicity
�：Since fine-tuned VLMs may be underconfidence and overconfident in various datasets，
equipping CAW with the ability to deal with underconfidence
�: Since the text and image features in CLIPbased models undergo normalization before 
computing the logits, the L1 distance may be small,and enable the function to capture input 
variations more effectively



Methods

different datasets and fine-tuning methods require varying levels of calibration



Experiments

MCE :衡量的是所有 bins 中校准误差的最大值

ECE:将所有预测样本分成 M个置信度区间（bins），
计算每个 bin 中预测置信度和真实准确率之间的差值的
加权平均

ACE:但 bins 是根据置信度排序后均匀划分样本数量而
非固定区间宽度

PIECE:引入了预测区间的概念,评估实际标签是否落在
预测的置信区间内
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