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Background

l Previous research has attempted to identify visual biases by analyzing problematic samples or problematic 
attributes . However, these methods define biases indirectly, often relying on visualization or sample groups with 
specific statistics, and they require human supervision to express them in an explainable form. 

l To address this issue, recent research aimed at interpreting biases using vision-language models .Nonetheless, 
these studies have limitations in discovering and mitigating novel biases.

l  Some studies  retrieve the closest word from a predefined vocabulary, limiting their discovery to known biases.

l  Others analyze neurons  or images synthesized by generative models  to comprehend biases. However, they 
focus on generating detailed captions explaining activated neurons or failure examples, which can help 
understand individual cases but hard to utilize for debiasing.
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1、Bias keywords

Our core idea is to extract keywords that represent biases. To achieve this, we extract common 
keywords from the language descriptions of class-wise mispredicted images. 
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2、CLIP score

We validate whether the keywords represent bias. To do this, we use a vision-language scoring 
model like CLIP  that measures the similarities between keywords and the mispredicted images.
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3、Validation of the CLIP score
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Applications 

①Debiased DRO training

DRO 是 Distributionally Robust Optimization（分布鲁棒优化）的缩写 。在训练模型时，训练数据和测试数据的分布可
能存在差异（如域适应场景），传统的经验风险最小化（ERM）方法只关注在训练数据上的性能，可能导致在测试数据
上表现不佳。而 DRO 方法会考虑训练数据分布周围可能的分布情况，通过在一个分布集合上进行优化，使得模型具有
更好的泛化能力，能够应对测试数据分布的变化。
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②CLIP zero-shot prompting



Applications 

③Label diagnosis



Ablation Study
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