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Long-Tail Learning with Foundation Model: Heavy 

Fine-Tuning Hurts



Motivation

BALLAD first fully fine-tunes the foundation model, then freezes the backbone and 

optimizes a linear adapter on the re-sampled data.

[Arxiv 2021]A Simple Long-Tailed Recognition Baseline via Vision-Language Model

RAC jointly fine-tunes an encoder and trains a retrieval module to augment the input image 

with external datasets such as ImageNet-21K.

[CVPR 2022] Retrieval Augmented Classification for Long-Tail Visual Recognition

we reveal that heavy fine-tuning may lead to non-negligible performance deterioration on tail classes.



Motivation

we reveal that heavy fine-tuning may lead to non-negligible performance deterioration on tail 

classes.

Fully fine-tuning yields more discriminative representations (low similarity)

However, it also distorts the intra-class distributions.

Indicates that the performance deterioration of full fine-

tuning is attributed to the inconsistent class-conditional 

distributions among the tail classes.

Previous works such as LA (Menon et al., 2021) assume 

that the class-conditional distribution is consistent 

between the source and target domains



Motivation

Indicates that the performance deterioration of full fine-tuning is attributed to the 

inconsistent class-conditional distributions among the tail classes.

Previous works such as LA (Menon et al., 2021) assume that the class-conditional 

distribution is consistent between the source and target domains

Full fine-tuning also tends to encounter severe overfitting on long-tail datasets, 

particularly on the tail classes.



Method/Lightweight Fine-Tuning Helps

Arbitrary: the optimized parameters are selected arbitrarily

Structured: task-specific parameters (LoRA, Adapter)



Method

Semantic-Aware Initialization:

compute prompt features (num_classes, dim), which are then employed to initialize the classifier weights

Test-Time Ensembling:



Experiment
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Efficient and Long-Tailed Generalization for Pre-trained 

Vision-Language Model



Motivation

In down-stream task:

1. data may exhibit long-tailed data 

2. There might be emerging tasks with new classes that contain no samples at all.

Train set: base classes (long-tailed)

Test set: base classes + new classes

For instance, on the FGVCAircraft [21] dataset, the class names are different numeral versions 

such as ‘737-200’ and ‘737-300’, which hardly contain any useful information; or on the UCF101 

[34] dataset, the image samples consist of frames from a video and do not precisely match the 

prompt templates such as ‘a photo of a {class}’.



Method

New classes has no samples in training stage: we introduce learnable virtual prototypes for new 

classes to hold the place of missing visual prototypes.



Method
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Vision-Language Models are Strong Noisy Label Detectors



Related works

Robust learning: the problem of maintaining a balance between robustness and accuracy

Clean sample selection: they inevitably overlook the significance of clean hard samples with a large loss



Introduction

Find the most effective methods for CLIP adaptation: 

1. FFT (fully fine tuning) updates the entire model parameters

2. VPT (Vision-Prompt tuning) fixes pretrained model parameters and prepends a small extra learnable 

parameters to the visual encoder during fine-tuning

3. VLPT (Vision-Language Prompt Tuning) which integrates both visual and textual learnable prompts 

into the fixed pre-trained model for fine-tuning

For FFT and VPT, we learn an additional linear classifier, while VLPT directly utilizes the learned textual 

prompts for classification.

VPT benefits representation learning in the presence of massive noisy labels: 

As only a small set of parameters is introduced, VPT efficiently retains the 

generalization ability from image-text pre-training while enhancing classification 

performance on downstream tasks

Textual classifier is robust to noisy labels

The improvement in performance across diverse noise ratios further affirms the 

robustness of learnable textual prompts in mitigating the impact of label noise for 

model adaptation

FFT enhances visual recognition on clean datasets.

FFT improved performance by leveraging its substantial capacity to incorporate 

task-specific representations. VLPT exhibits the worst performance on clean 

datasets. This is primarily due to the implicit regularization of pre-trained textual 

information when tuning the context of textual prompts.



Method

In the first phase, DEFT learns dual textual prompts to separate clean and noisy samples while adapting the 

visual encoder utilizing PEFT methods.

In the second phase, DEFT re-adapts the pre-trained model using FFT, leveraging the curated clean 

samples to further boost visual recognition performance.

positive prompt: maximizing the similarity between the image features and their corresponding text features.

negative prompt: serves as a learnable sample-dependent similarity threshold to select clean data

surpasses the conventional loss-based approaches in two aspects:

1. data-driven thresholds thus eliminating the requirement for prior knowledge like noise ratio

2. the integration of text modality enhances its robustness to label noise, making it capable of identifying challenging hard noise

the primary dilemma lies in the optimization of positive and negative prompts using noisy downstream datasets.



Method

we designate each image with a randomly picked 

complementary label y ̄ to form negative samples.
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