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Background

•  Conventional FL is often studied in a setup with a fixed number of clients.
→ New clients should be allowed to join the learning process

•  How to deal with heterogeneous or evolving client data distributions ?

                                                                                                                                          key challenges:
1) Not applicable to both of the 
class-incremental scenarios and 
domain-incremental scenarios.
2) Performance degradation 
on the source domain.    



Related work

• FedHEAL(CVPR 2024)
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Motivation

Observation:
1) The variation of the encoder does not show a clear fluctuation trend no matter in class or domain incremental 
scenarios.
2) The changes in the classifier parameters are more pronounced in the class-incremental scenario.
3) While both new classes and domain will bring obvious changes to the feature values, it is more significant in 
the domain-incremental scenario.
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  Domain-incremental contribution-driven aggregation
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  Class-incremental contribution-driven aggregation

encoder aggregation

classifier aggregation

Anti-forgetting mechanism
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Experiments

Mild: MNIST  targat domain: {1, 5}  source domain: {0, 2, 3, 4, 6, 7, 8, 9}
Medium: target domain: {SVHN} source domain: {MNIST}
Strong: target domain: {MNIST} source domain:{MNIST-M, SVHN, USPS, SynthDigits}
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